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Abstract
The Heston model is a well-known two-dimensional financial model. Because the

Heston model contains implicit parameters that cannot be determined directly from
real market data, calibrating the parameters to real market data is challenging. In
addition, some of the parameters in the model are non-linear, which makes it difficult
to find the global minimum of the optimization problem within the calibration. In
this paper, we present a first step towards a novel space mapping approach for
parameter calibration of the Heston model. Since the space mapping approach
requires an optimization algorithm, we focus on deriving a gradient descent algorithm.
To this end, we determine the formal adjoint of the Heston PDE, which is then
used to update the Heston parameters. Since the methods are similar, we consider
a variation of constant and time-dependent parameter sets. Numerical results show
that our calibration of the Heston PDE works well for the various challenges in
the calibration process and meets the requirements for later incorporation into the
space mapping approach. Since the model and the algorithm are well known, this
work is formulated as a proof of concept.

1 Introduction
In finance, calibrating model parameters to fit real market data is challenging because most
model parameters are implicit in the real market data [4, 7, 10, 12, 13, 15]. We consider
the well-known two-dimensional Heston model, which contains at least four parameters
implicit in the market data. The Heston proposed a two-dimensional stochastic differential
equations (SDE) model to simulate the behavior of the stock price [5] and presented a
closed-form valuation formula for his model. Some calibration techniques are based on
this formula [13, 4]. The closed-form equation has some restrictions w.r.t. improving the
model by considering non-constant parameters [13]. Another strategy to improve the
model is to introduce additional processes, which leads to an increase in the difficulty of
the calibration process [15]. Since the stock price and variance are stochastic processes in
the Heston model, one can Monte Carlo optimization methods can be applied [15].

We consider the well-known two-dimensional Heston model, which contains at least
four parameters implicit in the market data. The parameter calibration is formulated as

1



2

a constrained optimization problem to minimize a cost functional. The cost functional
describes the difference between the reference data, the subsequent market data, and
the data obtained by numerically solving our model. In the space mapping approach
[1], a coarse and a fine optimization solver are used. This paper presents the first step
"a gradient descent algorithm" for the Heston model towards a space mapping approach
in finance. Later, within space mapping, the gradient descent algorithm will compute a
coarse and a cheap approximation for the calibration problem of the Heston model.

Our goal is to introduce the space mapping approach to financial applications, and
therefore we use the log-transformed normalized Heston model formulated as a partial
differential equation (PDE) and the gradient descent algorithm as a pre-step, since both
are well known and thus we can focus on the novel aspects. During our research, we didn’t
find any other PDE-based calibration approach for the Heston model. Of course, we are
aware that there are already algorithms to compute the exact solution of the Heston
calibration problem [4]. However, these methods are limited to the assumption that the
parameters are constant, whereas our approach considers time-dependent parameters
and constant parameter calibration. Furthermore, if the parameters are assumed to be
time-dependent, an analytical solution can’t be derived and thus an exact solution is not
available. Therefore, as mentioned before, the paper is considered as a proof of concept to
introduce a new calibration method based on financial research.

We focus on deriving a gradient descent algorithm for the Heston model that satisfies
the requirements for its use in the space mapping approach. In addition to our financial
model, the gradient descent algorithm requires the adjoint of the model. Therefore,
we formally derive the adjoint of the Heston model and construct the gradient using
well-known techniques from optimization of partial differential equations (PDEs) [6, 16].
The gradient descent algorithm has previously been applied to the Heston model using
neural networks, so it has not been explicitly computed [11]. In this work, we focus
on the calibration rather than the numerical solution of the model, i.e., our obtained
results can be further improved by using more accurate numerical methods. Nevertheless,
the calibration results obtained are remarkable. Our attempt can be easily extended to
include time-dependent parameters for the variance, thus providing an improvement over
current calibration strategies based on the semi-analytical solution of the Heston model.

The rest of the article is organized as follows. In Section 2, we introduce the Heston
model and our approach to solving the resulting log-transformed Heston PDE. We then
focus on parameter calibration. In Section 3, we derive the adjoint of the log-transformed
Heston model and the corresponding gradient. We then discretize the method in Section 4
Finally, in Section 5 we focus on numerical results for the application of the gradient
descent algorithm. We analyze the behavior of the algorithm in various problems for
constant and time-dependent parameter calibration. The paper ends with a conclusion
and an outlook in Section 6.
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2 The Heston Model
The Heston model was proposed by Heston in 1993 [5] and describes the dynamics of
the underlying asset S ∈ R>0 and the variance ν ∈ R>0 by a two-dimensional SDE. This
model is an extension of the well-known Black-Scholes model, which considers only a
stochastic process for the asset and leads to

dSt = rSt dt+ σSSt dW
S
t , S0 > 0, (1)

where r ∈ R>0 is the risk-free rate, σS ∈ R>0 is the volatility, and W S
t is the Brownian

motion. By definition, the variance is the square of the volatility of the asset, ν = σ2
S.

Heston considered a Cox-Ingersoll process for modeling the variance, which leads to the
SDE system of Heston’s model under the risk-neutral measure given bydSt = rSt dt+ √

νtSt dW
S
t , S0 > 0,

dνt = κν(µν − νt) dt+ σν
√
νt dW

ν
t , ν0 > 0,

, (2)

where κν ∈ R>0 is the mean reversion rate, µν ∈ R>0 is the long term mean, and and
σν ∈ R>0 is the volatility of variance. The Brownian motions W S

t and W ν
t are correlated

by the constant ρ ∈ [−1, 1] [5]. For the variance process to be positive, the Feller condition
2κνµν ≥ σ2

ν must be satisfied. If the Feller condition is violated, the (2) becomes complex
which leads to computational problems. Using Kolmogorov’s backward equation, we derive
the Heston PDE under the risk-neutral measure

0 = Vt + ν

2S
2VSS + 1

2σ
2
ννVνν + rSVS + κν(µν − ν)Vν + σννρSVSν − rV, (3)

where V (S, ν, t) denotes the fair price of the option. If we look at the European plain
vanilla put option, the terminal condition ("pay-off") is as follows

V (S, ν, T ) = (K − S, 0)+, (4)

where K ∈ R>0 denotes the predefined strike price. Heston proposed the following
boundary conditions

V (0, ν, t) = K exp(−r(T − t)), (5)
V (S, ν, t) = 0, for S → ∞, (6)
V (S, 0, t) = rsVS(S, 0, t) + κνµνVν(S, 0, t) − rV (S, 0, t), (7)
V (S, v, t) ∼ K exp(−r(T − t)), for ν → ∞. (8)

The boundary conditions for the underlying follow directly from the assumptions on
the financial market. We reverse the time direction by introducing τ = T − t and thus
the payoff condition (4) becomes an initial condition. Next, it is advantageous to use
the variable transformation x = log(S/K) for the asset, as it simplifies the numerical
implementation, i.e., we obtain a log-transformed variable with normalization to the strike
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price K. We rewrite the option price equation as Ṽ (x, ν, τ) = V (S, ν, t)/K and obtain
the so called log-transformed normalized Heston PDE

Ṽτ = ν

2 Ṽxx + 1
2σ

2
ννṼνν + (r − q − ν

2)Ṽx + κν(µν − ν)Ṽν + σννρṼxν − rṼ , (9)

defined on the semi-unbounded domain x ∈ R, ν ≥ 0, 0 ≤ τ ≤ T and supplied with the
initial condition

Ṽ (x, ν, τ) =
(
1 − exp(x), 0

)+
(10)

and the following boundary conditions

Ṽ (x, ν, τ) ∼ exp(−rτ), for x → −∞, (11)
Ṽ (x, ν, τ) = 0, for x → ∞, (12)
Ṽ (x, ν, τ) ∼ exp(−rτ), for ν → ∞. (13)

The boundary conditions for the underlying asset are the normalized log-transformation
of Heston’s proposed boundary conditions (5), (6) and (8). At ν = 0 the parabolic PDE
degenerates to a first order hyperbolic PDE, and therefore we need to consider the Fichera
theory [2, 9] to assess whether it is necessary to provide these analytic boundary conditions
or not.

From the Fichera condition at ν = 0 given by

b(ν) = κν(µν − ν) − 1
2σ

2
ν (14)

it follows

• if limν→0+ b(ν) ≥ 0 (outflow) we must not supply any boundary conditions at ν = 0.

• if limν→0+ b(ν) < 0 (inflow) we have to supply boundary conditions at ν = 0.

In the sequel we assume that the Feller condition 2κνµν ≥ σ2
ν is satisfied. Therefore

we obtain an outflow boundary at ν = 0 and must not impose any analytical boundary
conditions on this boundary. But we obviously need a numerical boundary condition to
complete the scheme, which will be later discussed in section 4.

In addition to the Heston PDE with constant parameters for the variance process,
we also consider the time-dependent parameters κ̃ν , µ̃ν , σ̃ν , as well as ρ̃. Then the
corresponding PDE formulation is given by

Ṽτ = ν

2 Ṽxx + 1
2 σ̃

2
ννṼνν + (r − q − ν

2)Ṽx + κ̃ν(µ̃ν − ν)Ṽν + σ̃ννρ̃Ṽxν − rṼ . (15)

In the numerical simulations 5, we will also discuss variations of constant and time-
dependent parameter.
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3 Derivation of a gradient based optimization strategy
For a given data set Vdata and reference parameters ξref, we formulate the calibration as
optimization task with the cost functional given by

J(Ṽ , ξ) = 1
2

∫ T

0
∥KṼ − Vdata∥2 dτ + λ

2 ∥ξ − ξref∥2.

As our aim is to fit the parameter to real market data and therefore no ξref exists, we set
λ = 0 and the cost functional reduces to

J(Ṽ , u) = 1
2

∫ T

0
∥KṼ − Vdata∥2 dτ. (16)

In the following, we derive a gradient-based algorithm that allows us to calibrate the
parameters numerically. To this end we use a Lagrangian approach.

3.1 First-order optimality conditions for the Heston model
Let us denote the Lagrange multipliers by ψ = (φ, φa, φb, φc, φd), set Ω = (0, νmax) ×
(xmin, xmax) and split the boundary ∂Ω into

Γa = ∂Ω ∩ {x = −∞}, Γb = ∂Ω ∩ {x = ∞},
Γc = ∂Ω ∩ {ν = 0}, Γd = ∂Ω ∩ {ν = ∞}.

First, we focus on the log-transformed normalized Heston equation with constant parame-
ters (9) and define

A = 1
2ν
(
σ2

ν σνρ
σνρ 1

)
, b =

(
κν(µν − ν) − 1

2σ
2
ν

r − q − ν
2 − 1

2σνρ

)
b̃ =

(
κνµν

r − q

)
.

Then it can be written as

Ṽτ − ∇ · A∇Ṽ − b · ∇Ṽ + rṼ = 0.

Next, we define the operator e which will represent the constraint in the Lagrangian. Since
at Γc no boundary condition has to be given, we introduce Ω̃ = Ω ∩ Γ and the operator e
is implicitly defined by

⟨e(Ṽ , ξ), ψ⟩ =
∫ T

0

∫
Ω̃

[
Ṽτ − ∇ · A∇Ṽ − b · ∇Ṽ + rṼ

]
φdzdτ

+
∫ T

0

∫
Γa

[
Ṽ − exp(−rτ)

]
φa dsdτ +

∫ T

0

∫
Γb

Ṽ φb dsdτ

+
∫ T

0

∫
Γd

[
Ṽ − exp(−rτ)

]
φd dsdτ

=: T1 + T2 + T3 + T4.

(17)
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The Lagrangian for the constrained parameter calibration problem is then given by

L(Ṽ , ξ, ψ) = J(Ṽ , ξ) − ⟨e(Ṽ , ξ), ψ⟩.

We formally compute the first-order optimality conditions by setting dL = 0. For details
on the method we refer to [6, 16]. Before computing the Gâteaux derivatives of L in
arbitrary directions [6], we note that by Green’s first identity it holds∫

Ω
(b · ∇Ṽ )φdz =

∫
∂Ω

(b · n⃗)Ṽ φ ds−
∫

Ω
Ṽ∇ · (bφ) dz. (18)

Therefore, we can rewrite

T1 =
∫ T

0

∫
Ω̃
φṼτ + A∇Ṽ · ∇φ− 1

2b · ∇Ṽ φ+ 1
2 Ṽ b · ∇φ+ (r + 1

2∇ · b)Ṽ φ dz

−
∫

∂Ω
(A∇Ṽ ) · n⃗φ ds− 1

2

∫
∂Ω

(b · n⃗)Ṽ φ dsdτ

=
[∫

Ω
φṼ dz

]τ=T

τ=0
+
∫ T

0

∫
Ω̃
Ṽ
[
−φτ − ∇ · A⊤∇φ+ b · ∇φ+ (r + ∇ · b)φ

]
dz

+
∫

∂Ω
[(A⊤∇φ) · n⃗− (b · n⃗)φ]Ṽ ds−

∫
∂Ω

(A∇Ṽ ) · n⃗φ dsdτ.

As e is linear in V , the Gâteaux derivative in some arbitrary direction h reads

dV ⟨e(V, ξ), ψ⟩[h] =
[∫

Ω
φh dz

]τ=T

τ=0
+
∫ T

0

∫
Ω
h
[
−φτ − ∇ · A⊤∇φ+ b · ∇φ+ (r + ∇ · b)φ

]
dz

+
∫

∂Ω

[
(A⊤∇φ) · n⃗− (b · n⃗)φ

]
h ds−

∫
∂Ω

(A∇h) · n⃗φ ds dτ

+
∫ T

0

∫
Γa

hφa ds dτ +
∫ T

0

∫
Γb

hφb ds dτ +
∫ T

0

∫
Γd

hφd ds dτ.

For the cost functional we have

dṼ J(Ṽ , ξ)[h] =
∫ T

0

∫
Ω
hK(KṼ − Vdata) dz dτ.

To identify the adjoint equation, we consider

0 = dṼL(Ṽ , u, ψ)[h]

=
∫ T

0
h
[∫

Ω
K(KṼ − Vdata) + φτ + ∇ · A⊤∇φ− b · ∇φ− (r + ∇ · b)φ

]
dz dτ.

for arbitrary h. Note that we are not allowed to vary Ṽ at Ṽ (x, ν, 0) as the initial condition
is fixed. Therefore we have h(0, ν, x) ≡ 0.

For choosing h ≡ 0 on ∂Ω and h(T, ν, x) = 0, we find with the Variational Lemma

φτ + ∇ · A⊤∇φ− b · ∇φ− (r + ∇ · b)φ = −K(KṼ − Vdata) on Ω.

Now, choosing h(T, ν, x) ̸= 0, we then obtain the terminal condition φ(T, ν, x) = 0.
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We consider the four boundary conditions separately. At Γc, also the parabolic adjoint
PDE degenerates to a first-order hyperbolic PDE, and thus we have to consider the
Fichera theory [2, 9] for the variance again.

The Fichera condition w.r.t. the variance at ν = 0 of the adjoint is the same as before.
Therefore no analytic boundary condition is supplied for this boundary, as we assume
that the Feller condition holds. On Γa we have

0 =
∫

Γa

[
(A⊤∇φ) · n⃗− (b · n⃗)φ

]
h− (A∇h) · n⃗φ+ hφa ds. (19)

Choosing h ≡ const ̸= 0 yields

0 =
∫

Γa

h
[
(A⊤∇φ) · n⃗− (b · n⃗)φ+ φa

]
ds,

hence (A⊤∇φ) · n⃗ − (b · n⃗)φ + φa = 0. On the other hand, choosing ∇h ̸= 0 (19) must
still hold. This yields φ = 0 on Γa and

φa = −(A⊤∇φ) · n⃗ = −(A⊤∇φ) ·
(

0
−1

)
= 1

2νσνρφν + 1
2νφx = 1

2νφx

As Ṽ (xmin, ν, 0) = exp(−rτ) is given and independent of x, we obtain φx = 0 there and
thus φa = φ = 0 at this boundary. Similarly, we find on Γb that

0 =
∫

Γb

[
(A⊤∇φ) · n⃗− (b · n⃗)φ

]
h− (A∇h) · n⃗φ+ hφb ds. (20)

With the same arguments, we obtain φ = 0 and φb = 0 on Γb as well. Following the same
arguments for Γd we obtain (A⊤∇φ) · n⃗− (b · n⃗)φ+φd = 0 with φ = 0 and thus it reduces
to

φd = −(A⊤∇φ) · n⃗ = −(A⊤∇φ) ·
(

1
0

)
= −1

2νσ
2
νφν + 1

2νσνρφx = −1
2νσ

2
νφν .

As Ṽ (x,∞, τ) = exp(−rτ) is given and independent of ν, we obtain φν = 0 there and
thus φd = φ = 0 at this boundary.

Altogether, the adjoint equation reads

∂φ

∂τ
+ ∇ · A⊤∇φ− b · ∇φ− (r + ∇ · b)φ = −K(KṼ − Vdata) on Ω, (21)

which is equivalent to

φτ + 1
2νσ

2
νφνν + νσνρφxν + 1

2νφxx + (σ2
ν − κν(µν − ν))φν

+ (q − r + ν

2 + σνρ)φx + (κν − r)φ = −K(KṼ − Vdata) on Ω (22)

with terminal condition φ(T ) = 0 and φ = 0 on the boundaries Γa, Γb and Γd and the
outflow boundary at ν = 0.
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3.2 Derivation of the Gradient
Let ξ = (σν , ρ, κν , µν) be the parameters to be identified, as r and q are given by the data.
We compute the optimality condition by setting dξL(V, ξ, ψ) = 0. Since the boundaries
Γa, Γb and Γd are zero, we focus on Ω̃. In the following we state the derivatives w.r.t. the
different parameters separately. For σν we get

dσν ⟨e(Ṽ , ξ), ψ⟩ =
∫ T

0

∫
Ω̃
Ṽ
[
−σννφνν − 2σνφν − ρφx − ρνφxν

]
dz dτ.

Similarly, we obtain for the other derivatives

dρ⟨e(Ṽ , ξ), ψ⟩ =
∫ T

0

∫
Ω̃
Ṽ
[
−σνφx − σννφxν

]
dz dτ,

dκν ⟨e(Ṽ , ξ), ψ⟩ =
∫ T

0

∫
Ω̃
Ṽ
[
(µν − ν)φν − φ

]
dz dτ,

dµν ⟨e(Ṽ , ξ), ψ⟩ =
∫ T

0

∫
Ω̃
κνṼ φν dz dτ.

Note that dξL(Ṽ , ξ, ψ)[hξ] = 0 needs to hold for arbitrary directions hξ. Therefore, we
can read off the gradient from the above expressions.

We extend this gradient formulation for time dependent parameter ξ̃ = (σ̃ν , ρ̃, κ̃ν , µ̃ν).
The gradient is then time-dependent as well and given by

dσν ⟨e(Ṽ , ξ̃), ψ⟩ =
∫

Ω̃
Ṽ
[
−σ̃ννφνν − 2σ̃νφν − ρ̃φx − ρ̃νφxν

]
dz dτ

dρ⟨e(Ṽ , ξ̃), ψ⟩ =
∫

Ω̃
Ṽ
[
−σ̃νφx − σ̃ννφxν

]
dz dτ,

dκν ⟨e(Ṽ , ξ̃), ψ⟩ =
∫

Ω̃
Ṽ
[
(µ̃ν − ν)φν − φ

]
dz dτ,

dµν ⟨e(Ṽ , ξ̃), ψ⟩ =
∫

Ω̃
κ̃νṼ φν dz .

3.3 Gradient descent algorithm for the parameter calibration
Solving the first-order optimality condition all at once is difficult due to the forward-
backward structure. Therefore, we propose a gradient descent algorithm in the following.

For a given initial parameter set ξ0, we can solve the state equation for the Heston
model with constant control variable ξ (9) or time dependent parameter (15). With the
state solution at hand, we can compute the corresponding adjoint equation (21) or (22)
backwards in time. Then we have all the information available to compute the gradient and
update the parameter set using a gradient step. The procedure is sketched in algorithm 1.
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Algorithm 1: Gradient descent method for Heston parameter calibration
Result: calibrated parameters for Heston model
initialize parameters u0;
while ∥gradient∥ > ϵ do

solve (9) or (15);
solve (21) or (22);
compute the gradient;
line search for step size;
update the parameter set;

end

Since the parameter domain for κν , µν , σν and ρ is restricted, as well as the constraint
that the Feller condition has to be fulfilled, we use the projected Armijo rule [16]. In the
projected Armijo rule, we choose the maximum σk ∈ {1, 1/2, 1/4, . . .} for which

f
(
P(ξk − σk∇f(ξk))

)
− f(ξk) ≤ − γ

σk

∥P(ξk − σk∇f(ξk)) − ξk∥2
2.

Here γ ∈ (0, 1) is a numerical constant, which is problem-dependent and typically chosen
as γ = 10−4. We will use this value for the numerical results later on.

4 Discretization
In this section we introduce a closure boundary condition at ν = 0 for the Heston and its
adjoint and perform a domain truncation to discretize the problem. Following the Fichera
theory and assuming that the Feller condition holds, no analytical boundary condition
needs to be imposed at ν = 0, neither for the Heston model nor for its adjoint, since
the PDEs have a pure outflow boundary at this point. Nevertheless, we need a closure
condition for this boundary for the discretization. We suggest to follow Heston’s approach,
as discussed in [9, 3] and use the reduced hyperbolic formulation of the Heston PDE and
its adjoint. At Γc, we obtain

Ṽτ = rṼx + κνµνṼν − rṼ (23)

for the log-transformed normalized PDE and similar for the adjoint

φτ + (σ2
ν − κνµν)φν + (q − r + σνρ)φx + (κν − r)φ = −K(KṼ − Vdata). (24)

Now, we perform a domain truncation to obtain a rectangular grid, instead of a semi-
unbounded domain and introduce the grid points. We consider uniform meshes in each
direction and obtain for the spatial directions xi = xmin + i∆x for i = 0, . . . , Nx with
∆x = (xmax − xmin)/Nx and νj = j∆ν for j = 0, . . . , Nν with ∆ν = νmax/Nν , as well as
τk = k∆τ for k = 0, . . . , Nτ with ∆τ = T/Nτ for the temporal direction.

Since this is a proof-of-concept, simple and well-known spatial and temporal discretiza-
tion methods are used to illustrate our approach. For the time discretization, we use the
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well-known alternating direction implicit (ADI) method, in more detail the Hundsdorfer-
Verwer scheme [8]. This scheme is of second order for any choice of θ, where θ is a measure
of classification similar to the θ-method, and is able to handle mixed derivative terms. To
present the ADI method, we use a general second order PDE formulation

uτ + a11uνν + 2a12uxν + a22uxx + b1uν + b2ux + cu = 0. (25)

Since the log-transformed normalised Heston PDE and its adjoint are second-order PDEs
and we further use the same discretization.

In a first step, we split the operator of the PDE into three operators

F(τ) = F0(τ) + F1(τ) + F2(τ), (26)

with

F0(τ) = 2a12Dxν

F1(τ) = b2Dx + a22Dxx − 1
2cI

F2(τ) = b1Dν + a11Dνν − 1
2cI,

where Dx describes the discretization matrix of the first derivative w.r.t. x and accordingly
Dxx of the second derivative w.r.t. x, Dν and Dνν of the first and second derivative w.r.t.
ν, I denotes the identity matrix. The discretization matrices are derived using central
finite differences. Let ui,j

k ≈ u(xi, νj, τk) and simplify uk ≈ u(x, ν, τk). In each time step,
we have to solve the following system of equations

Y0 = uk + ∆τF(τk)uk,

Y1 = Y0 + θ∆τ
(
F1(τk+1)Y1 − F1(τk)uk

)
,

Y2 = Yx + θ∆τ
(
F2(τk+1, Y2) − F2(τk)uk

)
,

Ỹ0 = Y0 + 1
2∆τ

(
F(τk+1)Y2 − F(τk)uk

)
,

Ỹ1 = Ỹ0 + θ∆τ
(
F1(τk+1)Ỹ1 − F1(τk)uk

)
,

Ỹ2 = Ỹx + θ∆τ
(
F2(τk+1)Ỹ2 − F2(τk)uk

)
,

uk+1 = Ỹ2.

(27)

We choose θ = 3/4 and improve the implementation as we used the approach in [14] by
using a matrix based instead of a vector based implementation of uk.

At this point, we have to discuss the boundary conditions for the Heston model
again. We start with the x dimension. We set Ṽ (xmin, ν, τ) = exp(−rτ) and similar
Ṽ (xmax, ν, τ) = 0, as we suggest a sufficiently small xmin and a sufficiently large xmax. For
the variance boundaries, we follow the approach of Kùtik and Mikula [9]. Due to the
Fichera theory, at ν = 0 we gain a outflow boundary and no information can enter the
domain from the region ν < 0. Since the same holds for the adjoint, we propose the same
approach there. In these, we extend the numerical domain for this case and introduce



11

ghost cells pi,0 = (xi, ν0), i = 1, . . . , N where ν0 = −∆y and determine the ghost cell
values un

pi,0
, i = 1, . . . , N by zero order extrapolation. We obtain a constant function

un
pi,0

= un
pi,1
, i = 1, . . . , N. (28)

Now we consider the boundary, where ν → ∞ and the truncation shrinks the domain from
(0,∞) → (0, νmax). Dirichlet boundary condition from Heston would causes an unnatural
jump in the solution. Therefore different strategies have been developed to overcome this
issue, e.g. [9]. Again, we follow Kùtik and Mikula and impose artificial homogeneous
Neumann boundary conditions. The choice is motivated by the variance independence of
the original boundary condition from Heston, for sufficiently large νmax = O(1). Again,
we use zero order extrapolation to implement this condition. We add ghost cells pi,Nν+1,
i = 1, . . . , N where νNν+1 = νmax + ∆y and determine their values un

pi,Nν +1
, i = 1, . . . , N

by a constant function
un

pi,Nν +1
= un

pi,Nν
, i = 1, . . . , N. (29)

For a discussion about different numerical boundary conditions for the variance of the
Heston model, we refer to [3]. The integrals appearing in the gradient are computed by
the trapezoidal rule.

5 Numerical Results
Following [3], we use

K = 1.0, r = 0.1, ξref = (5.0, 0.07, 0.5,−0.5) (30)

for generating an artificial Vdata for each time step τk. For the discretization, we use
Nx = 79, Nν = 39, Nτ = 59. As bounds for the projected Armijo-rule for ξ = (κν , µν , σν , ρ),
we set 0 < κν < 8, 0 < µν < 1, 0 < σν < 1, −1 < ρ < 1. Note that the projected
Armijo-rule ensures that the Feller condition holds within each optimization step. Hence
we are in the case of an outflow boundary. We set the maximal iteration value for the
calibration to 20. For the initial guesses ξinit = (κinit

ν , µinit
ν , σinit

ν , ρinit) we used generated
random numbers within a maximal percentage difference from ξref . We use four different
percentages 10, 25, 50 and 75 and for each we generate five sets. The initial parameters as
well as the calibrated parameters in the constant case are given in Table 1 for κν , Table 2
for µν , Table 3 for σν and Table 4 for ρ.

We observe that the calibration leaves κν nearly untouched, whereas the other param-
eter values are significantly changed. This could be reasoned by the structure of the drift
term κν(µν − ν), since κν and µν are multiplied. As a optimization measure, we compute
the relative reduction of the cost functional using

r(ξinit) = 100 ·
(

1 − J(Ṽ , ξopt)
J(Ṽ , ξinit)

)
. (31)

Table 5 shows the relative reduction of the cost functional for the different test cases for
ξinit.
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κinit
ν T1 T2 T3 T4 T5 κcal

ν T1 T2 T3 T4 T5
10 4.60 5.15 4.50 4.70 4.50 10 4.60 5.15 4.51 4.70 4.50
25 4.75 4.60 5.25 5.90 4.45 25 4.75 4.60 5.24 5.88 4.45
50 4.10 3.25 3.55 2.90 7.00 50 4.11 3.26 3.55 2.94 6.95
75 5.70 7.30 7.00 7.50 6.60 75 5.69 7.29 6.85 7.40 6.60

Table 1: Five initial values sets for κinit
ν for the different percentages and the corresponding

calibrated values for C0.

µinit
ν T1 T2 T3 T4 T5 µcal

ν T1 T2 T3 T4 T5
10 0.0679 0.0637 0.0735 0.0714 0.0714 10 0.0598 0.0727 0.0575 0.0632 0.0577
25 0.0721 0.0777 0.0616 0.0630 0.0868 25 0.0655 0.0610 0.0720 0.0836 0.0615
50 0.1001 0.0406 0.0840 0.0448 0.0434 50 0.0476 0.0148 0.0484 0.0136 0.0882
75 0.0742 0.0532 0.0448 0.0399 0.0490 75 0.0847 0.1069 0.1005 0.1064 0.0928

Table 2: Five initial values sets for µinit
ν for the different percentages and the corresponding

calibrated values for C0.

σinit
ν T1 T2 T3 T4 T5 σcal

ν T1 T2 T3 T4 T5
10 0.465 0.545 0.510 0.515 0.480 10 0.451 0.559 0.484 0.502 0.455
25 0.575 0.570 0.505 0.415 0.480 25 0.565 0.546 0.523 0.455 0.429
50 0.580 0.360 0.630 0.345 0.655 50 0.501 0.292 0.581 0.261 0.713
75 0.705 0.470 0.235 0.350 0.565 75 0.718 0.562 0.390 0.489 0.630

Table 3: Five initial values sets for σinit
ν for the different percentages and the corresponding

calibrated values for C0.

ρinit T1 T2 T3 T4 T5 ρcal T1 T2 T3 T4 T5
10 -0.550 -0.485 -0.520 -0.520 -0.495 10 -0.483 -0.547 -0.404 -0.460 -0.384
25 -0.410 -0.490 -0.605 -0.585 -0.380 25 -0.370 -0.390 -0.690 -0.829 -0.159
50 -0.555 -0.465 -0.350 -0.685 -0.725 50 -0.258 -0.242 -0.207 -0.441 -0.847
75 -0.695 -0.205 -0.775 -0.655 -0.150 75 -0.743 -0.972 -0.990 -0.990 -0.437

Table 4: Five initial values sets for ρinit for the different percentages and the corresponding
calibrated values for C0.

C0 T1 T2 T3 T4 T5
10 43.12 77.38 65.22 63.22 52.75
25 58.46 78.38 62.14 66.06 64.53
50 83.09 20.84 52.76 30.98 72.62
75 16.23 72.89 82.89 82.09 80.43

Table 5: Relative reduction of the cost functional computed with 31 using the different test cases
for ξinit and ξcal in the constant calibration setting.
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Figure 1: Cost functional evolution per iteration for the test cases within the constant parameter
calibration.
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κν µν σν ρ

C0 constant constant constant constant
C1 time-dependent constant constant constant
C2 constant time-dependent constant constant
C3 constant constant time-dependent constant
C4 constant constant constant time-dependent
C5 time-dependent time-dependent time-dependent time-dependent
C6 constant time-dependent time-dependent time-dependent
C7 constant time-dependent constant time-dependent

Table 6: Different cases for calibration setting.

C1 T1 T2 T3 T4 T5
10 44.48 78.75 64.91 64.12 54.03
25 58.97 78.98 62.96 66.77 63.96
50 83.13 19.59 45.71 33.45 72.84
75 16.59 72.80 82.14 81.13 80.94

Table 7: Relative cost function reduction for the C1 calibration.

As the calibrated values differ over the test cases, it is reasonable to assume, that we
only find local minima. However the results are remarkable.

Since in the real market the parameter are not considered as constant, we improve the
approach by considering different parameters, and some parameter sets as time-dependent.
From the relative change in the constant calibration setting, we choose the following
(additional) test cases listed in Table 6. Further the table includes the links to the cost
functional reduction tables and figures of the cost function evolution with respect to the
different cases.

For each case of the time-dependent test cases Vdata is generated as before and ξinit is
assumed to be constant and thus also the same as before.

To quantify the different calibrations, we compute the average relative cost functional
reduction by

ra(ξinit) = r(ξinit)
20 (32)

and summarize the results in Table 14. Note, that all cost function reduction averages
are huge. We observe that a time-dependent calibration for one parameter alone (C1-C4)

C2 T1 T2 T3 T4 T5
10 42.96 77.85 63.17 62.09 53.05
25 58.03 77.05 63.09 68.46 70.00
50 82.90 20.79 51.89 29.79 73.66
75 16.05 74.64 82.95 82.43 78.89

Table 8: Relative cost function reduction for the C2 calibration.
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Figure 2: Cost functional evolution per iteration for the different test set in the case scenario C1.

C3 T1 T2 T3 T4 T5
10 44.22 77.89 64.50 64.04 53.52
25 58.49 78.76 61.62 65.92 64.50
50 83.05 20.97 52.49 30.55 72.23
75 15.96 72.91 82.71 82.10 80.44

Table 9: Relative cost function reduction for the C3 calibration.

C4 T1 T2 T3 T4 T5
10 49.03 75.90 66.62 66.49 56.81
25 60.42 77.71 62.64 68.50 62.96
50 78.54 18.24 52.63 30.29 74.03
75 20.89 73.59 81.75 80.49 79.74

Table 10: Relative cost function reduction for the C4 calibration.
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Figure 3: Cost functional evolution per iteration for the different test set in the case scenario C2.

C5 T1 T2 T3 T4 T5
10 47.63 75.50 65.79 64.45 57.08
25 60.70 76.67 62.36 68.51 71.33
50 82.32 20.89 58.63 31.72 72.96
75 20.79 73.10 78.14 77.71 78.76

Table 11: Relative cost function reduction for the C5 calibration.

C6 T1 T2 T3 T4 T5
10 47.91 76.08 65.50 64.77 56.43
25 60.27 76.39 63.37 70.16 68.91
50 80.94 19.19 57.15 29.38 73.71
75 20.84 74.74 81.70 80.74 79.10

Table 12: Relative cost function reduction for the C6 calibration.
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Figure 4: Cost functional evolution per iteration for the different test set in the case scenario C3.

C7 T1 T2 T3 T4 T5
10 47.79 75.66 65.50 64.66 56.48
25 60.21 76.37 62.80 69.43 69.29
50 81.08 19.35 57.16 30.05 73.02
75 20.62 74.55 80.59 80.09 78.89

Table 13: Relative cost function reduction for the C7 calibration.
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Figure 5: Cost functional evolution per iteration for the different test set in the case scenario C4.
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Figure 6: Cost functional evolution per iteration for the different test set in the case scenario C5.
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Figure 7: Cost functional evolution per iteration for the different test set in the case scenario C6.
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Figure 8: Cost functional evolution per iteration for the different test set in the case scenario C7.
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Case Setup C0 C1 C2 C3 C4 C5 C6 C7
ra(ξinit) 61.30 61.31 61.49 61.34 61.86 62.25 62.36 66.12

table 5 7 8 9 10 11 12 13
figure 1 2 3 4 5 6 7 8

Table 14: Average cost functional reduction in percentage for the different cases over the 20 test
cases, as well as a list for the corresponding relative cost functional reduction as well as the
figures of the cost functional evolution.

doesn’t improve the cost functional reduction significantly. The first slightly improvement
can be found by using at least two time-dependent parameters (C5-C7). Surprisingly C7
gives the best calibration results, where κν is the only variable which is calibrated as a
constant, and C5, where all parameters are calibrated as time-dependent gives the least
improvement, when considering combinations of time-dependent parameter calibration.
The fact that Vdata is generated with constant parameters and the best case considers
time-dependent parameters indicates that the time-dependency is a good way to overcome
the local minima. Those results are inline with literature [13, 15].

6 Conclusion and Outlook
Our paper began with an introduction to the Heston model. The introduction was
followed by the derivation of a gradient-based optimization, including the derivation
of a gradient descent algorithm. In the next section, the discretization of the schemes
and algorithms is presented and numerical results are illustrated. These show that the
gradient descent algorithm is a feasible calibration technique. The relative cost function
reduction is remarkable, even though we can expect to find only local minima. Thus, our
approach follows recent research. Furthermore, the assumption of at least time-dependent
parameters is better suited to the real market situation, since in the real market almost
no parameter is constant. In future work, we plan to incorporate the gradient descent
algorithm into the space mapping approach and to test the space mapping approach on
real market data.
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