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Abstract. We present the development of a non-reflecting boundary condition, based
on the Local One-Dimensional Inviscid (LODI) approach, for Lattice Boltzmann Mod-
els working with multi-speed stencils.
We test and evaluate the LODI implementation with numerical benchmarks, show-
ing significant accuracy gains with respect to the results produced by a simple zero-
gradient condition. We also implement a simplified approach, which allows handling
the unknown distribution functions spanning several layers of nodes in a unified way,
still preserving a comparable level of accuracy with respect to the standard formula-
tion.
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1 Introduction

The Lattice Boltzmann Method (LBM) has emerged in the past decades as a computa-
tionally efficient fluid dynamic solver [1]. Originally developed for the simulation of
isothermal weakly compressible flows, over the years several works have described pos-
sible approaches for extending the applicability of the method [2]. A possible pathway is
offered by models based on higher order Gauss-Hermite quadrature [3–5], which in turn
require the adoption of a discretization of the velocity space by means of multi-speed
stencils. This approach has been successfully employed in the definition of LBM models
for the study of, among others, compressible flows [3,6–8], rarefied gas flows [9–11] flows
in curved space [12], semi-classic fluids [13], relativistic flows [14].
However, the presence of multiple speed levels introduces complications in the defini-
tion of accurate Boundary Conditions (BC). There is not much literature available in re-
lationship to the development of boundary conditions for multi-speed LBM, with few

∗Corresponding author. Email addresses: Friedemann.Klass@math.uni-wuppertal.de (F. Klass),
a.gabbana@tue.nl (A. Gabbana), Andreas.Bartel@math.uni-wuppertal.de (A. Bartel)

http://www.global-sci.com/ Global Science Preprint



Pr
ep

ri
nt

–
Pr

ep
ri

nt
–

Pr
ep

ri
nt

–
Pr

ep
ri

nt
–

Pr
ep

ri
nt

–
Pr

ep
ri

nt

2

examples of implementation of Dirichlet BC [15, 16], diffusive BC [17], and the so called
Tamm-Moth-Smith BC, specially devised for handling shock waves [7].
In this work, we take into consideration artificial BC, which are commonly employed for
restricting large, or even unbounded, physical domains to a (smaller) feasible computa-
tional domain. Ideally, the application of this class of BC should be such not to introduce
spurious artifacts in the bulk dynamics. In particular, the BC should not cause reflections
of pressure waves.
This type of setup is commonly modeled by employing a class of BC going under the
name of Non-Reflecting BC (NRBC). A few examples are given by i) the perfectly matched
layer technique [18], where a damping layer is attached to the computational domain, ii)
the discrete artificial boundary condition [19], where the information entering the com-
putational domain is approximated using another LBM simulation and iii) characteristic
boundary conditions, where wave amplitude variations are manipulated (e.g. [20]). In
this work we focus on this latter approach.
Basing on the work by Hedstrom [21], Thompson [22] established characteristic bound-
ary conditions for nonlinear hyperbolic systems such as the Euler equations. The general
idea is to decomposed information at the boundary into characteristic waves. The varia-
tion of the outgoing wave amplitude can be then computed from the adjacent fluid nodes,
whereas incoming waves need to be specified using (application dependent) external in-
formation. This approach has been applied to non-hyperbolic Navier-Stokes equations
by Poinsot and Lele [23]. In their work, the wave amplitude variations are approximated
using the one-dimensional Euler equations. Dropping the transversal and viscous terms,
this is referred to as a Local one-dimensional inviscid (LODI) problem.
The LODI procedure has been applied to single speed LBM [20]. Thereby, macroscopic
values obtained from the LODI problem are used to specify a Dirichlet condition in LBM
simulations.
In this work, we extend the approach described in [20] to multi-speed models. We restrict
our analysis to iso-thermal weakly compressible flows, in what can be seen as a first step
towards the definition of a characteristic BC for high-order LBM capable of handling
more complex flows.
This article is structured as follows: in Section 2 we provide a brief description of the
multi-speed LBM used in this work. In Section 3, we give the mathematical formula-
tion of the LODI framework, and introduce the extension to the multi-speed setting. We
numerically evaluate the accuracy of this boundary condition for two benchmark cases,
reporting the results in Section 4. Concluding remarks and future directions are summa-
rized in Section 5.

2 The Lattice Boltzmann Method

In this section, we provide a short introduction to the LBM (the reader is referred to [1]
for a more thorough introduction).
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The LBM framework is set at the mesoscopic level, with the fluid described in terms
of discrete probability distribution functions fi(x,t), to which we will refer to, in what
follows, as “populations”. For each grid point x, populations are associated to a fixed set
of discrete velocities ci, i=1, .. ., q. It is customary to refer to different velocity sets using
the DdQq nomenclature, where d represents the spatial dimension and q the number
of discrete velocity components. The discrete velocities are chosen to coincide with the
abscissa of a Gauss-Hermite quadrature {(ωi,ci) : i = 1, .. ., q} with weights ωi. In this
work, we consider the D2Q17 model (see Fig. 1), which is compatible with a seventh-
order quadrature rule [5, 24].
The time evolution of each lattice population is ruled by the discrete lattice Boltzmann
equation, here is the single relaxation time approximation [25]:

fi(x+ci∆t,t+∆t)= fi(x,t)−∆t
τ

(
fi(x,t)− f eq

i (x,t)
)
, (2.1)

where ∆t is the time step, τ the relaxation time, and f eq
i is the discrete equilibrium distri-

bution function, for which we take a third order expansion in Hermite polynomials:

f eq
i (ρ,u)=ωiρ

(
1+u·ci+

1
2c2

s

[
(u·ci)

2−u2]+ u·ci

6c4
s

[
(u·ci)

2−3u2]),

where ρ and u are macroscopic density and velocity respectively, u2=u·u and cs denotes
the lattice speed of sound.
The right hand side of Eq. (2.1) is commonly referred to as the collision step. Here, the in-
teraction of respective populations at each grid point is modeled as a relaxation with rate
τ towards an equilibrium state. At the left hand side of Eq. (2.1), these post-collisional
populations are moved to neighboring nodes along the directions ci defined by the sten-
cil.
The macroscopic density ρ and velocity u are calculated form the velocity moments of
the particle distribution function. Thanks to the underlying quadrature rule, they can be
expressed in terms of discrete summations over the lattice populations:

ρ=
q

∑
i=1

fi, ρu=
q

∑
i=1

fici.

By applying a multiscale Chapman-Enskog expansion [26], it can be shown that Eq. 2.1
provides a second order approximation of the macroscopic Navier-Stokes equations:

∂ρ

∂t
+∇·(ρu)=0,

∂ρu
∂t

+∇·
(

ρu·u>
)
=−c2

s∇ρ+∇·σ, (2.2)

with the following relationship between the kinematic viscosity ν of the fluid and the
relaxation time parameter τ:

ν=

(
τ− 1

2

)
c2

s . (2.3)
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3 The LODI BC

In this section, we define the LODI mathematical framework in a d=2 dimensional do-
main. We then extend the LODI BC established for the D2Q9 stencil [27] to multi-speed
models.

3.1 Characteristic Analysis

Starting form the Navier-Stokes equations (Eq. 2.2), we drop the deviatoric stress

∇·σ=∇·µ
[
∇u+∇u>− 2

d
(∇·u)I

]
=µ

[
∂2

∂x2 ux+
∂2

∂y2 ux
∂2

∂y2 uy+
∂2

∂x2 uy

]
, (3.1)

in order to obtain a hyperbolic system in the unknowns U=
(
ρ,ux,uy

)>:

∂U
∂t

+A
∂U
∂x

+B
∂U
∂y

=0, with A=

ux ρ 0
c2

s
ρ ux 0
0 0 ux

, B=

uy 0 ρ

0 uy 0
c2

s
ρ 0 uy

. (3.2)

The matrices A and B are similar to diagonal matrices Λ = diag(ux−cs,ux,ux+cs) and
V=diag(uy−cs,uy,uy+cs) respectively:

Λ=SAS−1, with S=

c2
s −csρ 0

0 0 1

c2
s csρ 0

, S−1=


1

2c2
s

0 1
2c2

s

− 1
2csρ 0 1

2csρ

0 1 0

,

V=TBT−1, with T=

c2
s 0 −csρ

0 1 0

c2
s 0 csρ

, T−1=


1

2c2
s

0 1
2c2

s

0 1 0

− 1
2csρ 0 1

2csρ

.

We now rewrite the spatial derivatives in the direction normal to the boundary as

A
∂U
∂x

=S−1ΛS
∂U
∂x

=: S−1Lx.

In the above, the term Lx describes the amplitude variations of the characteristic waves,
and can be expressed as

Lx =

Lx,1

Lx,2

Lx,3

=


(ux−cs)(c2

s
∂ρ
∂x−csρ

∂ux
∂x )

ux
∂uy
∂x

(ux+cs)(c2
s

∂ρ
∂x +csρ

∂ux
∂x )

.
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This formulation allows distinguishing between incoming and outgoing waves, on the
basis of the sign of the eigenvalues. The i-th characteristic wave with amplitude varia-
tion Lx,i travels in positive (negative) x-direction if Λi,i is positive (negative). Moreover,
amplitude variations of outgoing waves can be computed from the bulk dynamics. We
now describe how this information can be used to formulate a BC.

3.2 LODI BC for Straight Boundaries

The amplitude variations of incoming waves can be modeled in several ways: They may
be i) set to zero to pose a perfectly non-reflecting BC, ii) computed from an imposed
macroscopic value or iii) computed from a relaxation towards such a desired value. We
refer to [28] and references therein for more details. Here, we stick to annihilating incom-
ing waves by setting their amplitude variations to zero, i.e., we substitute Lx with

L̄x,i =

{
Lx,i, outgoing wave
0, incoming wave.

In the LODI framework, only the direction normal to the boundary is considered. For
example, considering a right boundary (cf. Fig 1), we set ∂U

∂y ≡ 0, and therefore Eq. (3.2)
becomes

∂U
∂t

=−S−1L̄x =

−
1

2c2
s

(
L̄x,1+L̄x,3

)
1

2ρcs

(
L̄x,1−L̄x,3

)
−L̄x,2

. (3.3)

The solution of the above system of equations, calculated at boundary node xb, allows de-
termining the macroscopic target values to be imposed at the boundary. One can do so,
for example, by imposing the equilibrium distribution calculated using the target macro-
scopic values for the boundary nodes, or with other approaches allowing to implement a
Dirichlet BC for multi-speed LBM [15, 16].
Since the D2Q17 velocity stencil exhibits a maximum displacement of M = 3, we need
to treat several layers of nodes with the procedure outlined above. Letting Z represent
a generic macroscopic quantity and ex the normal unit vector in x-direction, the spatial
discretization of Eq. (3.3) is performed using one sided finite differences

∂Z(xb,t)
∂x

≈−1
2
(−3Z(xb,t)+4Z(xb−ex,t)−Z(xb−2ex,t))

at the outermost layers of boundary nodes and central finite differences

∂Z(xb,t)
∂x

≈ 1
2
(Z(xb+ex,t),−Z(xb−ex,t))

at the inner nodes. The time integration of Eq. (3.3) is performed using a simple Euler
step.
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3.3 Zero-Gradient LODI

The treatment of several layers of boundary nodes in a multi-speed setting can be sim-
plified by employing a unified approach [15], where nodes belonging to different layers
are subjected to identical macroscopic values.
Therefore, we introduce here a simplified version of the LODI BC, where we apply the
procedure defined in the previous section only to the innermost layer of boundary nodes,
in order to define the target macroscopic values which will be same for all different layers.
This de-facto corresponds to applying a zero gradient LODI BC. Hereafter, we refer to this
implementation with the label LZG.

3.4 Treatment of Corners

For the treatment of corners, both x− and y−directions are considered normal to the
wall. We consider, for example, the lower/upper right corner depicted in Fig. 1. In this
case, we have to take into account all spatial derivatives appearing in Eq. (3.2):

B
∂U
∂y

=T−1VT
∂U
∂y

=: T−1Ly.

Consequently, Eq. (3.2) becomes

∂U
∂t

=−S−1L̄x−T−1L̄y,

where L̄y is defined analogously to L̄x.
For the LODI BC, the above equation is solved for each of the M2 nodes forming the
corner. In the LZG scheme, only the corner node adjacent to a fluid node is considered in
the calculation of the target macroscopic values, which are then imposed to all remaining
corner nodes.

4 Numerical Results

In this section, we evaluate the accuracy of the BC defined in Sec. 3 for two different
benchmarks. In order to quantify the accuracy of each BC, we calculate the relative L2-
error eZ for a generic macroscopic field Z∈{ρ,ux,uy}with respect to a reference field Zref

as

eZ =

√√√√√√√√√
Lx

∑
i=1

Ly

∑
j=1

(
Zref(xi,yj)−Zsim(xi,yj)

)2

Lx

∑
i=1

Ly

∑
j=1

(
Zref(xi,yj)

)2
.

The reference fields Zref are obtained from a fully periodic LBM simulation on an ex-
tended grid. In particular, the reference simulation makes use of a sufficiently large grid
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such that no interaction takes place between the boundaries and the bulk dynamics of a
(smaller) computational domain that we use as ground truth.
In order to put our analysis into perspective, we compare the LODI and the LZG BCs
with a zero gradient BC (ZG in what follows), defined such to set to zero the gradients of
macroscopic fields normal in the direction normal to the boundary:

fi(x f +kn,t)= f eq
i (x f ,t−1), k=1, .. ., M

with x f a fluid node adjacent to a boundary, and with n the outward normal unit vector
with respect to the wall.

4.1 Density Perturbation

We start our analysis by considering a strictly mono-dimensional dynamics originating
from the following initial conditions for density and velocity:

ρ(x,y)= ρ̄+
ρ̄−ρ0

2
(tanh

(
s
(

x− Lx
2

))
−1),

u(x,y)=(Ma·cs,0)

with ρ̄=1.005, ρ0=1 and steepness parameter s=0.5. The Mach number is Ma=0.05 and
the relaxation time used in simulation was τ = 0.9 in numerical units. We use a grid of
size Lx×Ly=100×50, and apply periodic boundary conditions on top and bottom walls,
while left and right boundaries are equipped with artificial BC.
The resulting flow was evolved for Niter = 1000 time steps. The fully periodic reference
simulation took place on a L̂x×Ly grid, where L̂x = Lx+2MNiter. That is, the domain of
interest has been extended by MNiter layers of nodes to the left and right respectively to
ensure no information re-enters in the given amount of time steps.
In the reference simulation, the macroscopic fields within the domain of interest (i.e. used
in the comparison) reach a plateau value as soon as the initial perturbation has traveled
sufficiently far from the center of the grid. This occurs after about 150 lattice steps.
When working on the truncated domain, artificial BC introduce spurious reflection waves,
which depending on the level of accuracy of the chosen BC implementation may lead to
steady state solutions with significant departures from the ground truth.
In Fig. 2 we show the time evolution of the relative L2-errors eρ and eux for the three
different type of BC implemented. We observe that in all three cases, the value of the
error rise up to a peak during the initial stages, as the wave starts interacting with the
boundaries. During this initial phase, the LODI scheme consistently outperforms both
the ZG and the LZG.
After about 100 time steps, the errors caused by LODI and LZG almost coincide. The
unphysical reflections caused at the each x-boundary proceed to travel through the bulk
before being absorbed by the NRBC at the respective other end, causing both eρ and
eux to drop two orders of magnitude after around 250 time steps. The behavior of the
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8

ZG scheme is completely different. Here, both errors saturate at a level several order
of magnitude larger than for the other schemes, leading to a steady state significantly
different from the reference solution.
For comparison, we show the results of the benchmark simulated using the D2Q9 stencil.
Note that in this case the LZG and LODI schemes coincide by construction. Remarkably,
the error level is approximately the same as for the D2Q17 model, showing that our
implementation does not introduce any extra source of inaccuracy despite the treatment
of multiple layers of boundary nodes.
In Fig. 3 we show the time evolution of the error for a selected observation point (OP),
taken in the proximity of the right boundary and having coordinates OP= (Lx−5, Ly

2 ).
We track the time evolution of macroscopic quantities Z ∈ {ρ,ux} in OP, showing the
deviation

∆Z= |Z−Zref|
from the macroscopic values of the reference simulation.
Again, we observe very similar results for LODI and LZG. Small spikes can be seen when-
ever the original wave, or the reflection from the left boundary, passes through the ob-
servation point. For the ZG BC, the boundary treatment of the initial pulse causes an
overshoot with respect to the reference density in the first few iterations. Then, the trav-
eling wave from the left boundary reflection causes the density at OP to drop below the
reference level. This gives the observed v-shape structure at around 250 time steps. Con-
sistent with the discussion of Fig. 2, the deviation remains orders of magnitude larger
than with LODI or LZG.

4.2 Vortex propagation

We now consider a second benchmark, simulating the propagation of a vortex, hence a
fully bi-dimensional dynamic. We work on a grid of size Lx×Ly = 150×150 and setting
the numerical viscosity to ν=0.1 in lattice units.
The initial conditions are given by a uniform background velocity u0 =(Ma·cs,0)>, with
Mach number Ma=0.1, and with a perturbation defined within a disk centered around a
node of coordinates ( Lx

2 +K, Ly
2 ) and of radius r. Moreover, we the background density is

uniform and set to unity.
To summarize:

ρ(x,y)=1

u(x,y)=u0+

{
0 if (x̂− x̂0)2+ ŷ2≥ r2

v(x̂,ŷ) otherwise,
v(x,y)=

5Ma
2

2−
x2+y2

b2

(
y

−x

)
cs,

with the following parameters:

x̂0=K
2

Lx−1
, x̂=

2x
Lx−1

−1, ŷ=
2y

Ly−1
−1, b=0.15, K=20, r=0.7 . (4.1)
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In this benchmark, all boundaries and corners are equipped with a NRBC.
In Fig. 4, we show the time evolution of the L2-errors eρ and eux . Although the LODI BC
outperforms on average the ZG, in this second benchmark the differences between them
are very much reduced, especially in comparison with the results of the 1D benchmark
presented in the previous section. The loss of advantage in this 2D setting is somewhat
expected, since all information about the now relevant parallel derivatives is discarded
when working in the LODI framework. We take as positive the fact that LODI and LZG
produce very similar results, even in this second benchmark.
While Fig. 4 shows the time evolution of the integrated relative error over the entire
domain, it is instructive to compare the different implementations from another perspec-
tive. In Fig. 5 and Fig. 6, we show the density and the streamwise velocity profiles of the
flow at a few selected time steps, comparing the results produced by the different BCs
against the reference solution. We have also overlaid iso-contour lines giving a visual
representation of six selected values of the relative error.
The first, second and third rows of panels represent an early, medium and late stage of
the vortex boundary interaction, respectively.
We observe that in the LODI scheme, the error streamlines are mostly distributed in the
proximity of the right boundary, indicating that the bulk dynamics are less affected than
with the ZG BC. One notable exception occurs in the streamwise velocity after 900 time
steps. Here, the profile obtained with ZG is closer to the reference profile. Indeed, from
Fig. 4, we see that eux is lower for the ZG scheme and close to its maximum for the LODI
BC. However, we observe that the main contribution to eux lies in the vortex boundary
interaction: The height of the vortex is notably smaller with the LODI BC than with the
ZG BC, indicating that the boundary absorbs the velocity perturbation more efficiently.
However, this lack of accuracy in modeling the boundary interaction is not a problem
in practice, since the main point of using artificial boundaries is not polluting the bulk
dynamics. It is also notable that the macroscopic quantities deviation from their reference
counterpart often has a different sign in the ZG BC than with LODI.

5 Conclusion

In this work, we have extended and applied a characteristic BC to multi-speed veloc-
ity stencils that exhibit multiple layers of boundary nodes. We have implemented this
technique within two schemes: LODI and LZG scheme.
In the LODI scheme, the characteristic analysis is conducted layer per layer. In the LZG
scheme, this is only done once in the innermost layer of the boundary and the resulting
macroscopic target values are posed in each layer using an equilibrium BC. This more
unified treatment considerably simplifies the task of specifying a BC for multi-speed ve-
locity stencils.
We assessed the accuracy of both schemes using two numerical benchmarks, namely a
mono-dimensional flow triggered by a density perturbation, and the fully bi-dimensional
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flow of a traveling vortex. The numerical results show that the advantages offered by
non-reflecting BC over a simple zero gradient BC, observed in previous works using the
D2Q9 stencil, are retained when extending to multi-speed velocity stencils. Moreover,
the simplified LZG implementation offers a level of accuracy very similar to the LODI
scheme.
On the other hand, the gains in accuracy are reduced for fully bi-dimensional flows, since
the parallel derivatives are discarded in the LODI framework. Starting from this obser-
vation, future research will aim at incorporating the information loss in the transversal
direction into a modified version of the LODI scheme. Furthermore, the reincorporation
of viscosity effects shall also be investigated, as it might further increase the accuracy of
characteristic multi-speed boundary conditions.

References

[1] S. Succi, The Lattice Boltzmann Equation: For Complex States of Flowing Matter, OUP Ox-
ford, 2018. doi:10.1093/oso/9780199592357.001.0001.

[2] S. Succi, Lattice Boltzmann beyond Navier-Stokes: Where do we stand?, in: AIP Conference
Proceedings, Author(s), 2016. doi:10.1063/1.4967538.

[3] P. C. Philippi, L. A. Hegele, L. O. E. dos Santos, R. Surmas, From the continuous to the lattice
Boltzmann equation: The discretization problem and thermal models, Physical Review E
73 (5) (may 2006). doi:10.1103/physreve.73.056702.

[4] S. S. Chikatamarla, I. V. Karlin, Lattices for the lattice boltzmann method, Phys. Rev. E 79
(2009) 046701. doi:10.1103/PhysRevE.79.046701.

[5] X. Shan, The mathematical structure of the lattices of the lattice Boltzmann method, Journal
of Computational Science 17 (2016) 475 – 481. doi:10.1016/j.jocs.2016.03.002.

[6] A. Scagliarini, L. Biferale, M. Sbragaglia, K. Sugiyama, F. Toschi, Lattice Boltzmann meth-
ods for thermal flows: Continuum limit and applications to compressible Rayleigh-Taylor
systems, Physics of Fluids 22 (5) (2010) 055101. doi:10.1063/1.3392774.

[7] N. Frapolli, S. S. Chikatamarla, I. V. Karlin, Multispeed entropic lattice Boltzmann model for
thermal flows, Physical Review E 90 (4) (Oct. 2014). doi:10.1103/physreve.90.043306.

[8] N. G. Kallikounis, B. Dorschner, I. V. Karlin, Multiscale semi-lagrangian lattice boltzmann
method, Phys. Rev. E 103 (2021) 063305. doi:10.1103/PhysRevE.103.063305.
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Figure 1: Sketch of the computational domain used in this work. We use the D2Q17 model, for which the
stencil is depicted in the center of the domain. Hollow (filled) nodes represent fluid (boundary) nodes. The
red arrows provide an example of lattice populations for which boundary conditions need to be specified in the
outermost layer, with blue arrows giving an example in the innermost layer.
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Figure 2: Time evolution of eρ and eux . Solid (dashed) lines correspond to simulations using the D2Q17 (D2Q9)
velocity stencil. For both stencils, usage of the LODI or LZG BC leads to a significantly smaller deviation from
the reference simulation than the ZG BC. Reflections due to the BC travel through the bulk and are absorbed
by the NRBC at the opposite site of the domain, shrinking the errors further after about 250 time steps. In
contrast, the constant errors for the ZG scheme correspond to a significantly altered steady state when compared
to the reference simulation.



Pr
ep

ri
nt

–
Pr

ep
ri

nt
–

Pr
ep

ri
nt

–
Pr

ep
ri

nt
–

Pr
ep

ri
nt

–
Pr

ep
ri

nt

14

10 8

10 6

10 4
ZG
LODI
LZG

D2Q17
D2Q9

250 50050
t

10 8

10 6

10 4

u x

Figure 3: Deviation of macroscopic density and velocity in the point OP=(Lx−5, Ly
2 ) from reference values

computed on a large periodic grid. The initial peak corresponds to the original wave boundary interaction.
A second slightly smaller peak is observed when a wave created from interaction with the left boundary has
traveled through OP. A third significantly smaller peak is observed in the velocity, where reflections apparently
are not as effectively reduced as in the density. The deviations approach a steady level and remain stationary
after 500 time steps (not shown). Solid (dashed) lines correspond to simulations using the D2Q17 (D2Q9)
velocity stencil.
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Figure 4: Relative L2-errors in density and streamwise velocity for the vortex propagation benchmark with
respect to the reference simulation. The accuracy of the LODI and LZG BC are comparable, with errors in the
same order of magnitude. The ZG scheme produces smaller errors in the streamwise velocity between 800 and
1100 time steps.
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Figure 5: First to third column: Snapshots of density profiles ρ with contours of pointwise relative error with

respect to the reference simulation for the considered BC. Last column: Corresponding snapshot of ρref. The

upper colorbar for ρ is capped at ρmax,min =ρ0±ε, where ρ0 =1, ε=1·10−4.
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Figure 6: First to third column: Snapshots of streamwise velocity profiles ux with contours of pointwise relative
error with respect to the reference simulation for the considered NRBC. Last column: Corresponding snapshot
of uref

x . The upper colorbar for ux is capped at umax,min =u0±ε, where u0 =Ma·cs, ε=5·10−4.


