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Abstract. In recent years, generative adversarial networks (GANs) have demonstrated im-
pressive experimental results while there are only a few works that foster statistical learning
theory for GANs. In this work, we propose an infinite dimensional theoretical framework for
generative adversarial learning. Assuming the class of uniformly bounded k-times α-Hölder
differentiable (Ck,α) and uniformly positive densities, we show that the Rosenblatt trans-
formation induces an optimal generator, which is realizable in the hypothesis space of Ck,α

generators. With a consistent definition of the hypothesis space of discriminators, we further
show that in our framework the Jensen-Shannon (JS) divergence between the distribution
induced by the generator from the adversarial learning procedure and the data generating
distribution converges to zero. As our convenient framework avoids modeling errors both for
generators and discriminators, by the error decomposition for adversarial learning it suffices
that the sampling error vanishes in the large sample limit. To prove this, we endow the
hypothesis spaces of generators and discriminators with Ck,α

′
-topologies, 0 < α′ < α, which

render the hypothesis spaces to compact topological spaces such that the uniform law of
large numbers can be applied. Under sufficiently strict regularity assumptions on the density
of the data generating process, we also provide rates of convergence based on concentration
and chaining. To this avail, we first prove subgaussian properties of the empirical process
indexed by generators and discriminators. Furthermore, as covering numbers of bounded
sets in Ck,α-Hölder spaces with respect to the L∞-norm lead to a convergent metric en-
tropy integral if k is sufficiently large, we obtain a finite constant in Dudley’s inequality.
This, in combination with McDiarmid’s inequality, provides explicit rate estimates for the
convergence of the GAN learner to the true probability distribution in JS divergence.
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1 Introduction

Generative learning aims at modelling the distribution of a data generating process and sam-
pling from it. This desire is at least as old as Markov Chain Monte Carlo (MCMC) methods [14]
and has born several different types of models and methods such as, to name only a few of them,
hidden Markov models (HMM), Gaussian mixture models (GMM), Boltzmann machines (BM),
principal component analysis (PCA), autoencoders (AE) and generative adversarial networks
(GAN), see [9, 1, 12]. Most of these models either aim at dimensionality reduction (PCA, AE)
but do not allow for sampling, or allow for sampling but suffer from the curse of dimensionality
(GMM, BM) or allow sampling in high dimension but require an explicit density that has to be
constructed or learned beforehand (MCMC). However, this changed with the advent of GANs
[12] that can be classified under the more general notion of adversarial learning. Eversince,
GANs have demonstrated remarkable capabilities in the domain of generative modeling, in
particular, with application to image synthesis [20, 16, 6, 31].

In the typical adversarial learning framework, a generator is supposed to map examples
from a noise distribution, say the uniform distribution over a compact set, to examples of a
desired distribution, a sample of real / original data of which is available. Mathematically this
corresponds to a pushforward or image measure of the noise measure under the generator map.
This map is learned in a two player setting: A discriminator is trained to distinguish between
the real examples from a data set and the fake ones, i.e., those obtained by the generator.
On the other hand, the generator is trained to fool the discriminator. Learning both the
discriminator and the generator alternatingly / simultaneously leads to a generator producing
ever more realistic examples that approximately follow the distribution the data stems from.

GANs utilize deep neural networks (DNNs) as generators and discriminators. They allow
for sampling from a model of the data generating distribution without the necessity of explicitly
modelling densities (such as MCMC, GMM), without critical slowing down of learning (MCMC,
BM) and barely suffering from the curse of dimensionality.

Many efforts have been made to empirically improve the GAN framework [20, 16, 6] for im-
age synthesis. A remarkable improvement was obtained by the so-called Cycle-GAN framework
[31]. Therein, not only the generator but also its inverse is learned (with a corresponding second
discriminator). Impressive empirical results are presented, e.g., for transforming horses into ze-
bras and vice versa. Therefore, GANs have also demonstrated to cope with higher resolution
image data.

While the loss functions used in many works aim at reducing the Jensen-Shannon (JS)
divergence between the true distribution and the class of generated (or parametrized) ones,
other loss functions aiming at reducing other distance metrics have also been proposed, e.g.,
Wasserstein-GANs [2] that aim at reducing the Wasserstein distance. Wasserstein-GANs may
in some cases yield better empirical convergence properties, where ordinary GANs suffer from
so-called mode collapsing.

In contrast to the rapidly progressing developments on the empirical side, theoretical results
on generative adversarial learning1 remained unexamined until the publication [3]. That work
studies the connection between the adversarial principle of generative adversarial learning and
the Jensen-Shannon divergence in a framework with a finite dimensional hypothesis space. This
includes existence and uniqueness arguments for the optimal generator. While the discriminator
is modelled in a rather abstract way, the authors also provide approximation arguments. In

1Here we use the term genartive adversarial learning in contrast to genarative adversarial networks if we do
not refer to neural networks as models, specifically.
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particular, they provide large sample theory for generative adversarial learning as well as a
central limit theorem. However this is restricted to finite dimensional parametric models.

Further theoretical work on generative adversarial learning that was recently published
includes theory on Wasserstein methods [4], as well as theory on domain shifts quantified by
means of an adversarial loss that reduces Jensen-Shannon divergence [26].

In this work we extend the approach of [3] to an infinite dimensional setting where the
generators are k-times differentiable α-Hölder (Ck,α-) functions defined on [0, 1]d (e.g., the input
space of images with color intensities in [0, 1] for image generation tasks). The discriminator
space is chosen consistently, such that optimal discriminators always exist. This enables us to
prove the existence of an optimal generator under quite general assumptions on the probability
density of the ’true’ data generating process on Borel sets of [0, 1]d. This convenient, but not
very restrictive realizability property of our framework avoids the use of approximations as in
[3]. We achieve this proving the Rosenblatt transformation [21] to be in the hypothesis space for
the generators consisting of bounded, invertible Ck,α-functions. In this way, we can estimate the
error, measured in terms of the Jensen-Shannon divergence, between the probability distribution
from the generative adversarial learning process and the ’true’ distribution by the sampling
error, i.e., the supremum over the empirical process over the product of the hypothesis spaces
of generators and discriminators [24].

Statistical learning theory to a large extent depends on compactness properties of the hy-
pothesis space. In infinite dimensional statistics, where the hypotheses are parametrized by
functions in bounded regions of some – say Banach – function space [28, 11, 13], the use
of the Banach topology is prohibited by Riesz’s theorem which characterizes locally compact
Banach spaces (see, e.g., [7, 22]). Therefore, compact embeddings into spaces with weaker
topology play a crucial role in infinite dimensional statistics. In our convenient framework, we
obtain such embeddings from the embedding of bounded Ck,α-functions into Ck,α′-functions for
0 < α′ < α < 1 (see [10]). With the aid of the uniform law of large numbers over compact
spaces [8], we can thus conclude that in this setting of adversarial learning, generators rendering
the true distribution in the large sample limit can always be learned.

Under stronger regularity assumptions, this statement can also be made quantitative in order
to prove explicit rates of convergence. The key observations are that (a) for the embedding of
bounded Ck,α-functions into L∞

(
[0, 1]d

)
covering numbers are explicitly known and they allow

a convergent metric entropy integral in Dudley’s inequality, provided the regularity defined
by k + α being sufficiently high, and (b) the fact that the empirical process defined by the
empirical loss function is a subgaussian process with respect to the ‖ · ‖∞-norm. Thus explicit
estimates for the supremum of the empirical process / the sampling error can be obtained via
chaining and concentration (see [28, 17]). These rates, in contrast to [3], do not depend on the
dimension of the hypothesis space (which is infinite in our setting). We also give an argument
how to adaptively extend the hypothesis space with the sample size in order to eliminate
certain assumptions on the regularity of the probability density of the data generating process
and achieve almost sure convergence of the generative adversarial learner in JS-distance, also
for this case.

Outline. This paper is organized as follows: In Section 2 we state some helpful notions of
probability theory and functional analysis including Hölder spaces. Thereafter in Section 3, we
introduce the hypothesis class of k-times α-Hödler differentiable generators with the properties
outlined above and prove that if the ’true’ data generating process has a nonnegative Ck,α-
density function, the optimal generator given by the Rosenblatt transformation is contained in
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the hypothesis space. Furthermore, we introduce the consistent class of discriminators that also
contains the optimal one. In Section 4 we prove the uniform convergence of the empirical loss
to its expected value, which implies that the sampling error vanishes in the limit. We also prove
the convergence of the probability distribution generated by the empirical risk minimizer in the
min-max problem from the adversarial learning setting, to the data generating distribution in
Jensen-Shannon divergence. Under stronger regularity assumptions on the ’true’ density, we
give explicit rate estimates based on covering numbers for the embedding of the hypothesis
space into L∞

(
[0, 1]d

)
in Section 5, which is used to eliminate certain regularity assumptions.

We give a summary and outline future research directions in the final Section 6.

2 Preliminaries

In this section we adopt some notions of functional analysis and probability theory, which will
be used throughout the rest of the present work. For the sake of completeness, we also give
some proofs.

2.1 Hölder Spaces and Their Properties

For an open subset U ⊂ Rd1 and for a nonnegative integer k (or k = ∞), Ck
(
U,Rd2

)
will

stand for the set of all Rd2-valued functions with continuous k-th order derivatives in U , and
Ck
(
U,Rd2

)
will stand for the set of all Rd2-valued functions whose k-th derivatives have con-

tinuous extensions to U (or, equivalently, the k-th derivatives are uniformly continuous on U).
For a bounded U , Ck

(
U,Rd2

)
is a Banach space with respect to the norm

‖f‖Ck(U,Rd2) :=
∑

|n|≤k
sup
x∈U
|Dnf(x)| ;

here Df(x) stands for the Jacobi-Matrix of f at x, hence Dnf(x) is a tensor of level n containing
all (mixed) partial derivatives of n-th order. The space of continuous functions C0 will be
denoted by C, as usual. The definition and many of the basic properties of Hölder spaces of
real-valued functions, given in [10], extend without difficulty to vector-valued ones:

Definition 2.1. Let U ⊂ Rd1 be a bounded open set, let 0 < α ≤ 1, and let k be a nonnegative
integer.

1. For f ∈ Ck
(
U,Rd2

)
put

[f ]k,α,U := max
|n|=k

sup
x,y∈U
x 6=y

|Dnf(x)−Dnf(y)|
|x− y|α .

Denote
Ck,α

(
U,Rd2

)
:=
{
f ∈ Ck

(
U,Rd2

)
: [f ]k,α,U <∞

}
.

2. The Hölder space Ck,α
(
U,Rd2

)
consists of all functions f ∈ Ck

(
U,Rd2

)
for which the

norm
‖f‖Ck,α(U,Rd2) := ‖f‖Ck(U,Rd2) + [f ]k,α,U

is finite.
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It is easy to see that Ck,α
(
U,Rd2

)
is a Banach space (see [10, Sec. 4.1]). The members of

Ck,α
(
U,Rd2

)
will be referred to as k-times α-Hölder differentiable functions on the set U (for a

fixed α, we shall sometimes say Hölder differentiable rather than α-Hölder differentiable). Note
that

Ck,α2
(
U,Rd2

)
⊂ Ck,α1

(
U,Rd2

)
(k ≥ 0, 0 < α1 < α2 ≤ 1) ; (2.1)

moreover, this embedding is compact, i.e., every bounded subset of Ck,α2
(
U,Rd2

)
is relatively

compact in Ck,α1
(
U,Rd2

)
(see, e.g., [10, Lemma 6.33]).

The special case α = 1 is of particular interest; the space Ck,1
(
U,Rd2

)
will be called the

Lipschitz space and its members will be referred to as k-times Lipschitz differentiable functions
on U . The mean value theorem for vector-valued functions (see, e.g., [23, Th. 9.19]) shows that
C1
(
U,Rd2

)
⊂ C0,1

(
U,Rd2

)
, hence

Ck
(
U,Rd2

)
⊂ Ck−1,1

(
U,Rd2

)
(k ≥ 1) . (2.2)

Moreover, the embedding (2.2) is continuous; in fact,

‖f‖Ck−1,1(U,Rd2) ≤ ‖f‖Ck(U,Rd2)
(
f ∈ Ck

(
U,Rd2

))
.

Let Md2d3 (R) stand for the set of all d2 × d3 matrices with real entries. We denote

Ck,α (V,Md2d3 (R)) :=
{

(Aij)d2×d3 : V →Md2d3 (R)
∣∣ Aij ∈ Ck,α (V,R) for all i, j

}

with V ∈ {U,U}. In the special case d2 = 1 it is easily seen that the product of Hölder
continuous real-valued functions on U is again Hölder continuous (see, e.g., [10, Sec. 4.1]), hence
the product of k-times Hölder differentiable real-valued functions on U is again k-times Hölder
differentiable there. Moreover, the multiplication is continuous in Ck,α

(
U,R

)
-norm. Obviously,

these assertions remain true for matrix-functions. Moreover, under additional assumptions, the
quotient of k-times Hölder differentiable real-valued functions also possesses similar properties:

Lemma 2.2. The following statements are true:

(a) If u, v ∈ Ck,α
(
U,R

)
and inf

x∈U
|v(x)| > 0, then

u

v
∈ Ck,α

(
U,R

)
.

(b) If un → u, vn → v in Ck,α
(
U,R

)
-norm and if inf

x∈U,n∈N
|vn(x)| > 0, then un

vn
→ u

v
in

Ck,α
(
U,R

)
-norm.

Proof. (a) It is enough to show that w := 1
v
∈ Ck,α

(
U,R

)
. This is easily seen to be true in the

case k = 0. Now assume the statement is true for k = m− 1. If v ∈ Cm,α
(
U,R

)
, then

∂v

∂xj
∈ Cm−1,α

(
U,R

)
(1 ≤ j ≤ d1) ,

which, together with the equality

∂w

∂xj
= −v−2 · ∂v

∂xj
, (2.3)

implies that ∂w
∂xj
∈ Cm−1,α

(
U,R

)
(1 ≤ j ≤ d1) . Thus, w ∈ Cm,α

(
U,R

)
.

5
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(b) Similar to the proof of (a), it is enough to show that 1
vn
→ 1

v
in Ck,α

(
U,R

)
-norm.

Put w = 1
v
, wn = 1

vn
(n = 1, 2, . . .). Again the case k = 0 can be easily verified. Assume the

statement is true for k = m− 1. If vn → v in Cm,α
(
U,R

)
-norm, then ∂vn

∂xj
→ ∂v

∂xj
(1 ≤ j ≤ d1)

and v−2
n → v−2 in Cm−1,α

(
U,R

)
-norm, hence the equality

∂wn
∂xj

= −v−2
n ·

∂vn
∂xj

,

together with (2.3), yields the convergence ∂wn
∂xj
→ ∂w

∂xj
(1 ≤ j ≤ d1) in Cm−1,α

(
U,R

)
-norm,

which in turn implies that wn → w in Cm,α
(
U,R

)
-norm.

More interesting is the fact that compositions of k-times Hölder differentiable functions on
U are k-times Hölder differentiable:

Lemma 2.3. Let U1 ⊂ Rd1 and U2 ⊂ Rd2 be bounded open sets, let k be a positive integer, and
let 0 < α ≤ 1.

(a) If f ∈ Ck,α
(
U1,Rd2

)
, f : U1 → U2 and g ∈ Ck,α

(
U2,Rd3

)
, then g ◦ f ∈ Ck,α

(
U1,Rd3

)
.

(b) Let fn ∈ Ck,α
(
U1,Rd2

)
, fn : U1 → U2, gn ∈ Ck,α

(
U2,Rd3

)
(n ∈ N), and let fn → f, gn →

g in Ck,α-norm with f satisfying the condition f (U1) ⊂ U2. Then gn ◦fn → g ◦f in Ck,α-
norm.

Proof. (a) First, it is easy to see that if f ∈ C0,α1
(
U1,Rd2

)
and g ∈ C0,α2

(
U2,Rd3

)
for some

α1, α2 ∈ (0, 1], then g ◦ f ∈ C0,α1α2
(
U1,Rd3

)
. Next, if k = 1, then the inclusion C1

(
U,Rd2

)
⊂

C0,1
(
U1,Rd2

)
, together with the chain rule

D (g ◦ f) (x) = (Dg ◦ f)Df, (2.4)

implies that g ◦ f and D (g ◦ f) are Hölder continuous on U , hence g ◦ f ∈ C1,α
(
U1,Rd3

)
.

Now assume that the statement is true for k = m−1 with m ≥ 2. If f ∈ Ck,α
(
U1,Rd2

)
and

g ∈ Ck,α
(
U2,Rd3

)
, then Df and Dg are (k − 1)-times Hölder differentiable, hence the equality

Dk (g ◦ f) (x) = Dk−1 [(Dg ◦ f)Df ] (2.5)

implies that Dk (g ◦ f) is Hölder continuous on U .
(b) The idea of the proof of this part is similar to that of (a); it is performed by induction

on k and uses the equalities (2.4), (2.5) (cf. the proof of the statement (b) of Lemma 2.2).

In the considerations below we shall assume that d1 = d2 = d and, for simplicity, we will
write Ck,α

(
U
)

instead of Ck,α
(
U,Rd2

)
. The following version of the inverse function theorem

for Hölder differentiable maps will be needed below.

Theorem 2.4. Let U ⊂ Rd be a bounded open set, let k be a positive integer, and let 0 < α ≤ 1.

(a) If ϕ : U → U is a bijective and k-times α-Hölder differentiable function on U such that
the Jacobian determinant Jϕ satisfies the condition

inf
x∈U
|Jϕ(x)| > 0, (2.6)

then ϕ−1 ∈ Ck,α
(
U
)

and

∣∣ϕ−1 (y1)− ϕ−1 (y2)
∣∣ ≤

d!‖ϕ‖d−1

C1(U)
inf
x∈U
|Jϕ(x)| |y1 − y2|

(
y1, y2 ∈ U

)
. (2.7)
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(b) If ϕn : U → U (n = 1, 2, . . .) are bijective and k-times α-Hölder differentiable functions
on U such that

inf
x∈U,n∈N

|Jϕn(x)| > 0

and ϕn → ϕ in Ck,α-norm, then ϕ : U → U is bijective, ϕ−1 ∈ Ck,α
(
U
)

and ϕ−1
n → ϕ−1

in Ck,α-norm.

Proof. (a) We first show that (Dϕ)−1 is (k − 1)-times Hölder differentiable on U . Identifying
Dϕ with the Jacobian matrix of ϕ, we may write (Dϕ)−1 in the form

(Dϕ)−1 =
1

Jϕ
adj (Dϕ) ,

where adj (Dϕ) is the adjugate matrix of the Jacobian matrix of ϕ. The entries of adj (Dϕ)
are minors of Dϕ with corresponding sign factors. Since the product of (k − 1)-times Hölder
differentiable functions on U is (k − 1)-times Hölder differentiable, hence so is the matrix-
function adj (Dϕ). In view of (2.6) and Lemma 2.2, we conclude that (Dϕ)−1 is (k − 1)-times
Hölder differentiable on U .

Since U is compact and ϕ : U → U is a continuous bijection, ϕ−1 is continuous on U (see,
e.g., [7, Lemma I.5.8]). The inverse function theorem (see, e.g., [23, Th. 9.24] or [27, Th. 3.1])
implies that ϕ−1 ∈ C1 (U). If we differentiate both sides of the relation ϕ ◦ ϕ−1 = I and apply
the chain rule, we obtain

Dϕ−1 = (Dϕ)−1 ◦ ϕ−1. (2.8)

Therefore Dϕ−1 is continuous on U , i.e., ϕ−1 ∈ C1
(
U
)
. Since (Dϕ)−1 is (k − 1)-times Hölder

differentiable on U and ϕ−1 is continuously differentiable on U , another application of (2.8) gives
ϕ−1 ∈ C2

(
U
)
, etc. Thus, we arrive in a finite number of steps at the relation ϕ−1 ∈ Ck

(
U
)
.

In view of (2.1) and (2.2), we have ϕ−1 ∈ Ck−1,α
(
U
)
. Thus, (Dϕ)−1 and ϕ−1 are both

(k − 1)-times Hölder differentiable on U , hence their composition also possesses that property,
according to Lemma 2.3; therefore (2.8) implies that ϕ−1 ∈ Ck,α

(
U
)
.

To prove (2.7), we need an estimate for the operator norm of an invertible matrix. If
A = (aij)d×d ∈ Md,d (R) is invertible, then A−1 = 1

det(A)
adj (A). The operator norm and the

determinant of any matrix B = (bij)d×d ∈Md,d (R) can be easily estimated as

|B| ≤ d max
1≤i,j≤d

|bij| (2.9)

and

|det (B)| ≤ d!

[
max

1≤i,j≤d
|bij|
]d
, (2.10)

respectively. Therefore the absolute value of each entry of the matrix adj (A) does not exceed

(d− 1)!

[
max

1≤i,j≤d
|aij|

]d−1

,

which, together with (2.9), yields

∣∣A−1
∣∣ ≤

d!

[
max

1≤i,j≤d
|aij |

]d−1

|det(A)| .

7
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Applying this estimate to A = (Dϕ) (x) and using (2.8), we obtain

∣∣Dϕ−1 (y)
∣∣ ≤

d!‖ϕ‖d−1

C1(U)
inf
x∈U
|Jϕ(x)| (y ∈ U) .

The latter, combined with the mean value theorem for vector-valued functions, gives (2.7).
(b) The convergence ‖ϕn − ϕ‖Ck,α → 0 implies that ‖ϕn − ϕ‖C1 → 0, hence

C :=
d! sup
n∈N
‖ϕn‖d−1

C1(U)

inf
x∈U,n∈N

|Jϕn (x)| <∞.

(2.7) gives ∣∣ϕ−1
n (y1)− ϕ−1

n (y2)
∣∣ ≤ C |y1 − y2|

(
y1, y2 ∈ U ;n ∈ N

)
, (2.11)

therefore
|x1 − x2| ≤ C |ϕn (x1)− ϕn (x2)|

(
x1, x2 ∈ U ;n ∈ N

)
.

Letting n→∞, we obtain the inequality

|x1 − x2| ≤ C |ϕ (x1)− ϕ (x2)|
(
x1, x2 ∈ U

)

which implies the injectivity of ϕ.
To prove the surjectivity of ϕ, choose any y ∈ U . Since ϕn

(
U
)

= U , there exists xn ∈ U
such that ϕn (xn) = y, for any n ∈ N. The compactness of U guarantees the existence of a
convergent subsequence {xni}∞i=1 . Put x := lim

i→∞
xni . The convergence in Ck,α-norm implies the

uniform convergence on U , hence ϕni (xni)− ϕ (xni)→ 0. Thus,

ϕ (x) = ϕ
(

lim
i→∞

xni

)
= lim

i→∞
ϕ (xni) = lim

i→∞
[ϕ (xni)− ϕni (xni) + y] = y.

Applying (a) to ϕ, we see that ϕ−1 ∈ Ck,α
(
U
)
.

Next, we shall prove that ϕ−1
n → ϕ−1 in C

(
U
)
-norm. To do that, it is enough to show

that {ϕ−1
n }

∞
n=1 is relatively compact in C

(
U
)

and that ϕ−1 is the only possible accumulation

point of {ϕ−1
n }

∞
n=1. Indeed, {ϕ−1

n }
∞
n=1 is uniformly bounded since ϕ−1

n

(
U
)
⊂ U (n ∈ N).

Furthermore, the estimate (2.11) shows that {ϕ−1
n }

∞
n=1 is equicontinuous on U . Hence the

Arzela-Ascoli theorem implies the relative compactness of {ϕ−1
n }

∞
n=1. If ψ is an accumulation

point for {ϕ−1
n }

∞
n=1, then there exists a subsequence

{
ϕ−1
ni

}∞
i=1

such that ϕ−1
ni
→ ψ uniformly on

U . In equalities
ϕ−1
ni
◦ ϕni = I, ϕni ◦ ϕ−1

ni
= I

letting i→∞, we easily conclude that ψ ◦ ϕ = I and ϕ ◦ ψ = I, therefore ψ = ϕ−1.
Using (2.8), Lemma 2.2 and the established convergence ϕ−1

n → ϕ−1 in C
(
U
)
-norm, we

see that Dϕ−1
n → Dϕ−1 uniformly on U , hence ϕ−1

n → ϕ−1 in C1-norm. The latter, together
with (2.8) and Lemma 2.2, implies the convergence ϕ−1

n → ϕ−1 in C2-norm, etc. In a finite
number of steps we obtain that ϕ−1

n → ϕ−1 in Ck-norm. The latter, in view of continuity of the
embedding (2.2), implies that ϕ−1

n → ϕ−1 in Ck−1,1-norm. Using this convergence, (2.8) and
the statement (b) of Lemma 2.3, we finally conclude that ϕ−1

n → ϕ−1 in Ck,α-norm.

An essential component in the proof of our main result (see Theorem 5.3) is the covering
of the closed unit ball in the space Ck,α

(
U
)

by balls of a small radius ε in the space C
(
U
)
.

Below we will give the relevant definitions and formulate the necessary estimate.

8
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Definition 2.5. Let (M,ρ) be a metric space, let T ⊂M , and let ε > 0.

(i) A subset N of M is called an ε-net (or ε-covering) for T if

T ⊂
⋃

x∈N
B [x, ε]

(here B [x, ε] := {y ∈M : ρ(y, x) ≤ ε} is the closed ball of radius ε and centered at x).

(ii) The covering number of T , denoted by N (T, ρ, ε), is the minimum cardinality of an ε-net
for T . The function ε 7→ logN (T, ρ, ε) is the metric entropy of T .

Recall that a subset of a metric space is called totally bounded if it has a finite ε-net for
every ε > 0. According to Hausdorff’s theorem (see, e.g., [7, Lemma I.6.15]), a subset of a
metric space is totally bounded iff it is Cauchy-precompact, i.e., every sequence of its points
has a Cauchy subsequence. In particular, all the covering numbers of a compact set are finite.

Theorem 2.6. If U ⊂ Rd1 is bounded, open and convex, then

logN
(
BCk,α(U,Rd2)[0, 1], ‖·‖∞ , ε

)
≤ C1

[
λ(d1) (U1)

]d2

ε
d1d2
α+k

, (2.12)

where
U1 :=

{
x ∈ Rd1 : dist (x, U) < 1

}

with dist being the euclidean distance, and C1 is a constant depending only on d and α + k.

In the case d2 = 1 the estimate (2.12) is proved in [28, Th. 2.7.1]; the general case follows

without difficulty since Ck,α
(
U,Rd2

)
=
[
Ck,α

(
U,R

)]d2
.

2.2 Measure-Theoretic and Probabilistic Preliminaries

We recall the definition of the pushforward (image) measure (see, e.g., [5, Sec 3.6]).

Definition 2.7. Let (Ω,A ) and (Ω′,A ′) be two measurable spaces, let µ : A → [0,∞] be a
positive measure on A , and let ϕ : Ω→ Ω′ be a (A ,A ′)-measurable function, i.e.,

ϕ−1 (A ′) ⊂ A .

The pushforward measure ϕ∗µ (also called the image of the measure µ under the mapping ϕ)
is defined by the formula

ϕ∗µ (A′) := µ
(
ϕ−1 (A′)

)
(A′ ∈ A ′) .

To measure the dissimilarity between two probability distributions, we will use the Kullback-
Leibler and the Jensen-Shannon divergences (see [15, 3]). Later these divergences will be helpful
to evaluate a learned measure imitating the given one.

Definition 2.8. Let ν and µ be two equivalent (i.e., absolutely continuous with respect to one
another) probability measures on the measurable space (Ω,A ). The Kullback-Leibler divergence
(also called the relative entropy) dKL (ν||µ) is defined by the formula

dKL (ν||µ) :=

∫

Ω

log
dν

dµ
dν,

9
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provided that the integral on the right-hand side exists (here
dν

dµ
is the Radon-Nikodym deriva-

tive).

Jensen’s integral inequality shows that under the considered assumptions the integral
∫

log
dν

dµ
dν exists (in the extended sense) and it is nonnegative. Moreover, dKL (ν||µ) van-

ishes iff ν = µ.
Since the Kullback-Leibler divergence is not symmetric in general, we will use another

measure of dissimilarity between two probability distributions, called the Jensen-Shannon di-
vergence.

Definition 2.9. Under the assumptions of the previous definition, the Jensen-Shannon diver-
gence is defined by the formula

dJS (ν, µ) :=
1

2

[
dKL

(
µ

∥∥∥∥
µ+ ν

2

)
+ dKL

(
ν

∥∥∥∥
µ+ ν

2

)]
.

If for a measure κ the Radon-Nikodym derivatives m =
dν

dκ
and n =

dµ

dκ
exist, the Kullback-

Leibler divergence can be written as

dKL (ν||µ) =

∫
m log

m

n
dκ =: dKL (m||n) .

Furthermore, the Jensen-Shannon-divergence can be written as

dJS (ν||µ) =
1

2

[
dKL

(
m

∥∥∥∥
m+ n

2

)
+ dKL

(
n

∥∥∥∥
m+ n

2

)]
=: dJS (m||n) .

Below we will consider only measures which have a density. Throughout this work, λ(d) will
denote the Lebesgue measure on Rd.

Next, we recall the definition of the conditional density (see [25, Sec. 2.7]).
Let Yj : Ω → Rdj (j = 1, 2) be random variables such that the pair Y := (Y1, Y2) has a

density fY (y1, y2). Then Yj has a marginal density given by the formula

fYj (yj) =

∫

Rd3−j

fY (y1, y2) dy3−j
(
yj ∈ Rdj ; j = 1, 2

)
.

We define the conditional density fY1|Y2 (·|y2) = fY1|Y2=y2 (·) by the formula

fY1|Y2 (y1|y2) =





fY (y1, y2)

fY2 (y2)
if fY2 (y2) > 0,

0 if fY2 (y2) = 0.

(2.13)

The conditional (cumulative) distribution function FY1|Y2 (·|y2) = FY1|Y2=y2 (·) is defined by the
formula2

FY1|Y2 (y1|y2) =

y1∫

−∞

fY1|Y2 (s|y2) ds
(
y1 ∈ Rd1

)
.

To estimate the sampling error in generative adversarial learning, some results on maxima
of so-called subgaussian random processes will be needed. We give the necessary definitions.

2For aj =
(
a1j , . . . , a

d
j

)
(j = 1, 2) we put

a2∫
a1

=
a1
2∫

a1
1

· · ·
ad
2∫

ad
1

for brevity.

10
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Definition 2.10. A random variable X is called σ2-subgaussian if E [|X|] <∞ and

E
[
eλ[X−E[X]]

]
≤ e

λ2σ2

2 (λ ≥ 0)

(the constant σ2 is called a variance proxy).

The following lemma shows that the class of subgaussian random variables is quite large
(we refer to [13] for a proof).

Lemma 2.11 (Hoeffding). If a ≤ X ≤ b (a.s.) with some a, b ∈ R, then X is (b−a)2

4
-

subgaussian.

Definition 2.12. A real valued random process {Xt}t∈T on a metric space (T, ρ) is called

subgaussian if E [Xt] = 0 (t ∈ T ) and the increments Xt −Xs are [ρ (t, s)]2-subgaussian.

Theorem 2.13 (Dudley). If {±Xt}t∈T are continuous subgaussian processes on the compact
metric space (T, ρ), then the estimate

E
[
sup
t∈T
|Xt|

]
≤ 12

∞∫

0

√
logN (T, ρ, ε)dε (2.14)

holds.

The estimate (2.14) is often referred to as the entropy bound. The proof of (2.14) can be
found in [13, Sec. 5.3].

The following concentration inequality due to C. McDiarmid (see [17]) will make it easy to
pass from estimates for the expectation values of the maxima of random processes to estimates
for the maxima of those processes themselves.

Theorem 2.14 (McDiarmid). Let X = (X1, X2, . . . , Xn) be a family of independent random

variables with Xk taking values in a set Ak for each k. Suppose that f :
n∏
k=1

Ak → R is a

function with the (c1, . . . , cn)-bounded differences property: for each k = 1, 2, . . . , n and for any

vectors x, y ∈
n∏
k=1

Ak that differ only in the k-th coordinate, the inequality

f (x)− f (y) ≤ ck

holds. Then

P (f (X)− E [f (X)] ≥ t) ≤ e

− 2t2

n∑
i=1

c2
i (t ≥ 0) . (2.15)

3 Generators and Discriminators

Let µ be a given probability measure on the measurable space
(
[0, 1]d,B

(
[0, 1]d

))
with

B
(
[0, 1]d

)
the Borel-σ-algebra, and let λ(d) denote the restriction of the d-dimensional Lebesgue

measure to
(
[0, 1]d,B

(
[0, 1]d

))
. The main objective of this section is to introduce a certain sub-

set of
{
f : [0, 1]d → [0, 1]d

}
, called the hypothesis space of generators, such that the pushforward

measure µϕ := ϕ∗λ(d) has a density with regularity similar to those of the original measure µ,
for each generator ϕ. Moreover, such a hypothesis space of generators possesses some useful
compactness properties which will be stated below. To distinguish between the original and
generated measures, we introduce a consistent hypothesis space of discriminators.

11



P
re
p
ri
nt

–
P
re
p
ri
nt

–
P
re
p
ri
nt

–
P
re
p
ri
nt

–
P
re
p
ri
nt

–
P
re
p
ri
nt

3.1 The Set of Generators

Below we will mainly consider the Hölder space Ck,α
(
U
)

with U = (0, 1)d. Put Ω = [0, 1]d for
brevity.

Definition 3.1. Let K be a positive constant. The set of all k ≥ 1 times α-Hölder differentiable
bijective functions ϕ : Ω → Ω, satisfying the conditions ‖ϕ‖Ck,α ≤ K and |Jϕ| ≥ 1

K
, will be

denoted by HG,K . The members of HG,K will be called admissible generators, and the set
HG,K will be called the hypothesis space of generators.

Proposition 3.2. HG,K is a closed subset of the space Ck,α (Ω). For each ϕ ∈ HG,K, the
pushforward measure µϕ = ϕ∗λ(d) is absolutely continuous with respect to λ(d), and its density fϕ
is a (k − 1)-times α-Hölder differentiable function on Ω, satisfying the condition min

x∈Ω
fϕ(x) > 0.

The density fϕ is given by the formula

fϕ = |Jϕ−1| . (3.1)

Proof. The statement (b) of Theorem 2.4 shows that HG,K is closed in Ck,α (Ω). Using (2.10),
we may estimate

|Jϕ| ≤ d! max
x∈Ω

[
max

1≤i,j≤d

∣∣∣∣
∂ϕi (x)

∂xj

∣∣∣∣
]d
≤ d!Kd, (3.2)

for every ϕ ∈HG,K . The change-of-variables formula shows that

ϕ∗λ
(d) (A) = λ(d)

(
ϕ−1 (A)

)
=

∫

ϕ−1(A)

dλ(d) =

∫

A

|Jϕ−1| dλ(d) =

∫

A

1

|Jϕ ◦ ϕ−1|dλ
(d),

for any ϕ ∈HG,K and A ∈ B
(
[0, 1]d

)
; hence each ϕ ∈HG,K generates a measure µϕ = ϕ∗λ(d)

with a density

fϕ = |Jϕ−1| = 1

|Jϕ ◦ ϕ−1| ≥
1

d!Kd
.

Corollary 3.3. HG,K is compact in Ck,α′ (Ω) for 0 < α′ < α.

Proof. Indeed, HG,K is a bounded subset of the space Ck,α (Ω) and the embedding (2.1) is
compact, hence HG,K is relatively compact in Ck,α′ (Ω). Since HG,K is closed in Ck,α′ (Ω), it is
compact.

Our major requirement on the original measure is the following

Assumption 3.4. µ is absolutely continuous with respect to λ(d) and the Radon-Nikodym
derivative fµ := dµ

dλ(d)
satisfies the condition

ε = min
x∈Ω

fµ(x) > 0.

Moreover, fµ ∈ Ck,α (Ω) for some α ∈ (0, 1] and k ≥ 1.

Remark 3.5. While the above assumptions seem restrictive, for any given µ one can easily
define an approximate problem, such that Assumption 3.4 is fulfilled. To this avail, [0, 1]d is
embedded in Rd, convolved with N(0, ε21) and then re-projected to [0, 1]d applying the mod 1-
mapping in all dimensions. On the side of the input data, this corresponds to the mapping
Y 7→ (Y +N) mod 1, where N ∼ N(0, ε21) is noise. This does not only allow to construct an
explicit lower bound for the density of the modified measure, but also an explicit computation
of the Ck,α-norm and thereby a computable choice for K.

12
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Let Y = (Y1, . . . , Yd) be a random vector with distribution µ satisfying Assumption 3.4.
Consider the Rosenblatt Transformation ψ, given by the formula

ψ (y1, y2, . . . , yd) =
(
FY1 (y1) , FY2|Y1 (y2|y1) , . . . , FYd|(Y1,...,Yd−1) (yd |(y1, . . . , yd−1))

)

for every (y1, . . . , yd) ∈ Ω (see [21]). Since 0 ≤ FY1 ≤ 1 and 0 ≤ FYj |(Y1,...,Yj−1) ≤ 1 (2 ≤ j ≤ d),
this implies ψ (Ω) ⊂ Ω.

The following theorem proves that µ is realizable in HG,K :

Theorem 3.6. Under Assumption 3.4, the Rosenblatt Transformation ψ has the following
properties:

(i) ψ is k-times α-Hölder differentiable, i.e., ψ ∈ Ck,α (Ω).

(ii) ψ is bijective and the inverse map ψ−1 is given by the formula

ψ−1 (x1, x2, . . . , xd) = (y1, y2, . . . , yd)

where3

y1 = F−1
Y1

(x1) , y2 = F−1
Y2|Y1 (x2|y1) , . . . , yd = F−1

Yd|(Y1,...,Yd−1) (xd| (y1, . . . , yd−1)) .

(iii) The Jacobian determinant of ψ coincides with the density fµ.

Proof. In view of Assumption 3.4 and Lemma 2.2, the densities

fY1 (·) , fY2|Y1 (·|y1) , . . . , fYd|(Y1,...,Yd−1) (· |(y1, . . . , yd−1))

are k-times Hölder differentiable. Clearly, the integration preserves the Hölder continuity.
Therefore the distribution functions

FY1 (·) , FY2|Y1 (·|y1) , . . . , FYd|(Y1,...,Yd−1) (· |(y1, . . . , yd−1))

are k-times Hölder differentiable, too. Thus, ψ ∈ Ck,α (Ω).
In order to prove the bijectivity of ψ, we choose an arbitrary x = (x1, . . . , xd) ∈ Ω and show

that the equation ψ (y) = x has a unique solution. Put

ψ1 (y1) := FY1 (y1) (y1 ∈ [0, 1]) ,

ψj (y1, . . . , yj) := FYj |(Y1,...,Yj−1) (yj| (y1, . . . , yj−1)) (y1, . . . , yj ∈ [0, 1]; 2 ≤ j ≤ d)

and rewrite the definition of ψ in the form

ψ (y1, y2, . . . , yd) = (ψ1 (y1) , . . . , ψd (y1, . . . , yd)) .

Assumption 3.4 ensures that

∂ψ1 (y1)

∂y1

= fY1 (y1) > 0 (y1 ∈ (0, 1)) , (3.3)

∂ψj (y1, . . . , yj)

∂yj
= fYj |(Y1,...,Yj−1) (yj| (y1, . . . , yj−1)) > 0 (y1, . . . , yj ∈ (0, 1) ; 2 ≤ j ≤ d) , (3.4)

3For a non-injective distribution function F we put F−1(y) := inf {x ∈ R : F (x) ≥ y}.
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hence ψj (y1, . . . , yj) is strictly increasing with respect to yj on the segment [0, 1], for 1 ≤ j ≤ d.
Moreover, ψj|yj=0 = 0, ψj|yj=1 = 1. Therefore the equation ψ1 (y1) = x1 has a unique solution
which we denote by b1. Next, the equation ψ2 (b1, y2) = x2 has a unique solution which we
denote by b2, etc. Thus, we see in a finite number of steps that the equation ψ (y) = x has a
unique solution y = (b1, b2, . . . , bd) where

b1 = F−1
Y1

(x1) , b2 = F−1
Y2|Y1 (x2|b1) , . . . , bd = F−1

Yd|(Y1,...,Yd−1) (xd| (b1, . . . , bd−1)) .

To compute the Jacobian determinant Jψ, observe that

∂ψi
∂yj

= 0 (1 ≤ i < j ≤ d) ,

i.e., the Jacobian matrix of ψ is lower triangular. Hence

Jψ =
∂ψ1

∂y1

· ∂ψ2

∂y2

· · · ∂ψd
∂yd

.

(2.13) and (3.4) give

∂ψj (y1, . . . , yj)

∂yj
=

f(Y1,...,Yj) (y1, . . . , yj)

f(Y1,...,Yj−1) (y1, . . . , yj−1)
(y1, . . . , yj ∈ (0, 1) ; 2 ≤ j ≤ d) ,

which, together with (3.3), yields

Jψ (y1, . . . , yd) = fY1 (y1) · f(Y1,Y2) (y1, y2)

fY1 (y1)
· · · f(Y1,...,Yd) (y1, . . . , yd)

f(Y1,...,Yd−1) (y1, . . . , yd−1)
= f(Y1,...,Yd) (y1, . . . , yd) .

The proof is complete.

Corollary 3.7. Under Assumption 3.4, the inequality

Jψ(y) ≥ ε (y ∈ Ω)

holds.

The inverse of the Rosenblatt transformation ψ will be denoted by φ. Whenever clarity
requires, we will write φµ instead of φ. The second statement of Theorem 3.6 shows that φ can
be written in the form

φ (x1, . . . , xd) = (φ1 (x1) , . . . , φd (x1, . . . , xd)) ,

hence φ, like ψ, has a lower triangular Jacobi matrix.
The following simple statement shows that the inverse Rosenblatt transformation φ is a

generator for the measure µ.

Proposition 3.8. If µ satisfies Assumption 3.4, then φ ∈ Ck,α (Ω) and the equality µ = φ∗λ(d)

holds.

Proof. Theorems 2.4 and 3.6 show that φ = ψ−1 ∈ Ck,α (Ω). Next, for any A ∈ B
(
[0, 1]d

)
, the

change-of-variables theorem, together with the statement (iii) of Theorem 3.6, gives

µ (A) =

∫

A

fµdλ
(d) =

∫

A

|Jψ| dλ(d) =

∫

ψ(A)

dλ(d) = λ(d)
(
φ−1 (A)

)
.

Theorem 3.6 and Proposition 3.8 show that the inverse Rosenblatt transformation φ is in
HG,K for sufficiently large K and generates the original measure µ.
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3.2 Discriminators

Here we present a set of discriminators that is affiliated to the set of generators in the sense
that, if the data generating measure µ is realizable in HG,K , then the optimal discriminator
that separates data from φ∗λ(d) and µ is realizable in HD,K , see Theorem 4.2 below.

Every ϕ ∈ HG,K generates a distribution Fϕ with the density function fϕ. Given a true
generator ϕ ∈ HG,K , the purpose of a discriminator is the estimation of the probability that
a given distribution generated by ϕ′ ∈ HG,K is the original one, i.e., the probability that
ϕ∗λ(d) = ϕ′∗λ

(d) almost surely.

Definition 3.9. For ϕ, ϕ′ ∈HG,K , the discriminator Dϕ,ϕ′ is defined by the formula

Dϕ,ϕ′ :=
fϕ

fϕ + fϕ′
.

Lemma 2.2 and Proposition 3.2 show that Dϕ,ϕ′ ∈ Ck−1,α (Ω,R) for any ϕ, ϕ′ ∈HG,K .

Definition 3.10. Let K be a positive constant. The set

HD,K := {Dϕ,ϕ′ : ϕ, ϕ′ ∈HG,K}

will be called the hypothesis space of discriminators.

Proposition 3.11. HD,K is compact in Ck−1,α′ (Ω,R) for 0 < α′ < α.

Proof. Take any sequence
{
Dϕn,ϕ′n

}∞
n=1
⊂ HD,K . Corollary 3.3 and the statement (b) of The-

orem 2.4 show that we can find a subsequence
{
Dϕni ,ϕ

′
ni

}∞
i=1

such that ϕni , ϕ
′
ni
, ϕ−1

ni
, ϕ′−1

ni

converge in Ck,α′-norm. It is easy to see that
{
Dϕni ,ϕ

′
ni

}∞
i=1

converges in Ck,α′-norm and

lim
i→∞

Dϕni ,ϕ
′
ni
∈HD,K .

Lemma 3.12. There exist constants B1, B2 ∈ (0, 1), depending only on K and d, such that

B1 ≤ Dϕ,ϕ′ ≤ B2, (3.5)

for all ϕ, ϕ′ ∈HG,K.

Proof. In view of (3.2) and the equality fϕ = 1
|Jϕ◦ϕ−1| , the density fϕ can be estimated as

1

d!Kd
≤ fϕ ≤ K (ϕ ∈HG,K) . (3.6)

Since fϕ′ admits the same estimate, hence

1

d!Kd+1
≤ fϕ′

fϕ
≤ d!Kd+1.

Using this for Dϕ,ϕ′ =
(

1 +
fϕ′
fϕ

)−1

, we obtain B1 ≤ Dϕ,ϕ′ ≤ B2 with

B1 :=
1

1 + d!Kd+1
and B2 := 1−B1 =

d!Kd+1

1 + d!Kd+1
. (3.7)
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4 Consistency of Generative Adversarial Learning

In this section we introduce theoretical and empirical loss functions for adversarial learning and
study their properties. The adversarial learning problem is typically formulated as a minimax
problem, see [12]. Applying the uniform law of large numbers, we prove that the empirical loss
almost surely converges to the theoretical one and this convergence is uniform with respect to
generators and discriminators. The latter enables us to show that the distributions generated
by empirical minimizers converge to the original measure in Jensen-Shannon divergence.

Let Fµ and fµ denote the cumulative distribution function and the density of the original
measure µ, respectively. On the one hand, we want to find a generator ϕ for which the measure
µϕ is barely distinguishable from the measure µ; on the other hand, we look for a good discrim-
inator capable of distinguishing between µϕ and µ. Thus, the generator and the discriminator
work at cross-purposes, and to formalize this problem, we consider the following (theoretical)
loss function introduced in [12]:

L (ϕ,D) =
1

2

(
EY∼Fµ [log (D (Y ))] + EŶ∼Fϕ

[
log
(

1−D
(
Ŷ
))])

(4.1)

with ϕ ∈HG,K and D ∈HD,K . Then the best generator ϕ is a minimizer of the quantity

sup
D∈HD,K

L (ϕ,D) . (4.2)

Proposition 4.1. L is continuous on HG,K ×HD,K.

Proof. Rewrite L in the form

L (ϕ,D) =
1

2

∫

Ω

[fµ logD + fϕ log (1−D)] dλ(d) (ϕ ∈HG,K , D ∈HD,K) . (4.3)

Estimates (3.5) and (3.6) show that

sup
x∈Ω,ϕ∈HG,K ,D∈HD,K

|fµ (x) logD (x) + fϕ (x) log (1−D (x))| <∞.

Let (ϕn, Dn) → (ϕ,D) in HG,K × HD,K , i.e., ϕn → ϕ in Ck,α(Ω)-norm and Dn → D in
Ck−1,α(Ω,R)-norm. Then ϕ−1

n → ϕ−1 in Ck,α(Ω)-norm by the statement (b) of Theorem 2.4,
which implies the pointwise convergence Jϕ−1

n
(x) → Jϕ−1 (x) (x ∈ Ω). Therefore fϕn (x) →

fϕ (x) (x ∈ Ω), and Lebesgue’s dominated convergence theorem shows that L (ϕn, Dn) →
L (ϕ,D).

In view of Corollary 3.3 and Proposition 3.11, HG,K ×HD,K is compact in Ck,α′ × Ck−1,α′

for 0 < α′ < α, which, together with the continuity of L, shows that the supremum in (4.2) can
be replaced by the maximum. Furthermore, L is uniformly continuous in Ck,α′ ×Ck−1,α′-norm
for 0 < α′ < α, which implies the continuity of the functional sup

D∈HD,K

L (·, D) in Ck,α′-norm.

Therefore the functional sup
D∈HD,K

L (·, D) attains its minimum on HG,K . Thus, best generators

exist, and the quantity inf
ϕ∈HG,K

sup
D∈HD,K

L (ϕ,D) can be rewritten as

min
ϕ∈HG,K

max
D∈HD,K

L (ϕ,D) . (4.4)

Below the positive constant K is assumed to be so large that the inverse Rosenblatt trans-
formation φ is in HG,K . By analogy with [3], the maximizers of function L (ϕ, ·) admit the
following simple characterization:
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Theorem 4.2. For any ϕ ∈ HG,K, the function L (ϕ, ·) has exactly one maximizer Dϕ on
HD,K; this maximizer is given by

Dϕ =
fµ

fµ + fϕ
.

Proof. Putting

h (s, r, p) :=
1

2
[s log p+ r log (1− p)] (s, r > 0; 0 < p < 1) ,

we rewrite (4.3) in the form

L (ϕ,D) =

∫

Ω

h (fµ, fϕ, D) dx (ϕ ∈HG,K , D ∈HD,K) .

It is easy to check that for fixed s and r the function h (s, r, ·) attains its strict global maximum
at p = s

s+r
. Hence

h (fµ, fϕ, D) ≤ h (fµ, fϕ, Dϕ) (ϕ ∈HG,K , D ∈HD,K)

which shows that Dϕ =
fµ

fµ + fϕ
maximizes L (ϕ, ·). Moreover, if D 6= Dϕ, then E :=

{x : D (x) 6= Dϕ (x)} is a set of positive Lebesgue measure and

h (fµ, fϕ, D)|E < h (fµ, fϕ, Dϕ)|E ;

therefore L (ϕ,D) < L (ϕ,Dϕ).

In the next proposition we reveal the relationship between the loss function L and the
Jensen-Shannon divergence and then apply it to describe all minimizers of the quantity (4.2).

Proposition 4.3. The following statements are true:

(a) For each ϕ ∈HG,K, the Jensen-Shannon divergence between two densities fµ and fϕ can
be expressed in terms of the loss function L by the formula

dJS (fµ, fϕ) = L (ϕ,Dϕ) + log (2) . (4.5)

(b) A generator ϕ ∈HG,K is a minimizer of the quantity (4.2) iff the equality

|Jϕ−1| = fµ (4.6)

holds. In particular, the inverse Rosenblatt transformation φ is a minimizer of (4.2).

Proof. (a) Straightforward computation following [12] shows that

dJS (f, fϕ) =
1

2



∫

Ω

fµ log

(
2fµ

fµ + fϕ

)
dλ(d) +

∫

Ω

fϕ log

(
2fϕ

fµ + fϕ

)
dλ(d)




=
1

2

∫

Ω

[fµ log (Dϕ) + fϕ log (1−Dϕ)] dλ+ log (2) = L (ϕ,Dϕ) + log (2) .

(b) Rewrite (4.5) in the form

max
D∈HD,K

L (ϕ,D) = dJS (fµ, fϕ)− log (2) .

Since dJS (fµ, fϕ) ≥ 0 and dJS (fµ, fϕ) = 0 iff fµ = fϕ, the generator ϕ is a minimizer of (4.2)
iff fµ = fϕ, which, in view of (3.1), is the desired conclusion.
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We approximate the theoretical loss function L by the empirical loss function

L̂ (ϕ,D, n) =
1

2n

n∑

i=1

logD (Yi) +
1

2n

n∑

i=1

log [1−D (ϕ (Zi))] , (4.7)

where Yi and Zi (i = 1, 2, . . . , n) are samples with densities fµ and 1, respectively; and n is the

size of the training data set. For simplicity of notation, we will suppress the dependence of L̂
on the samples Yi and Zi. Note that the theoretical loss L is the expectation of the empirical
loss L̂. Since log ∈ Ck,α ([a, b] ,R) for any [a, b] ⊂ (0, 1), the statement (b) of Lemma 2.3 and
Lemma 3.12 easily imply the continuity of the function L̂ on HG,K ×HD,K ; it is easy to see
that the continuity holds even in C

(
Ω,Rd

)
× C (Ω,R)-norm.

Denote by

εsampling (n) := sup
ϕ∈HG,K ,D∈HD,K

∣∣∣L̂ (ϕ,D, n)− L (ϕ,D)
∣∣∣ (4.8)

the sampling error. In order to prove that εsampling (n) → 0, we need the following version of
the uniform law of large numbers (see [8, Sec. 16]):

Theorem 4.4 (Uniform law of large numbers). Let (Θ, ρ) be a compact metric space, and
let the function U : R × Θ → R be measurable with respect to x for any fixed θ ∈ Θ and
continuous with respect to θ for (almost) all x. Further, let X1, X2, . . . be independent and
identically distributed random variables. If there exists a Borel function ξ : R → R such that
E[ξ (X1)] <∞ and |U (x, θ) | ≤ ξ (x) (x ∈ R, θ ∈ Θ), then

lim
n→∞

sup
θ∈Θ

∣∣∣∣∣
1

n

n∑

j=1

U (Xj, θ)− µ (θ)

∣∣∣∣∣ = 0

almost surely with µ (θ) = E[U (X1, θ)].

Now we are in a position to state and prove our first main result:

Theorem 4.5. The sampling error εsampling (n) converges to 0 almost surely, as n→∞.

Proof. Put Y
(ϕ)
i := ϕ (Zi) (i = 1, 2, . . . , n) for brevity. We have

2εsampling (n) ≤ sup
ϕ∈HG,K ,D∈HD,K

∣∣∣∣∣EY∼F [logD (Y )]− 1

n

n∑

i=1

logD (Yi)

∣∣∣∣∣

+ sup
ϕ∈HG,K ,D∈HD,K

∣∣∣∣∣EY∼Fϕ [log (1−D (Y ))]− 1

n

n∑

i=1

log
(

1−D
(
Y

(ϕ)
i

))∣∣∣∣∣ ,

and in order to finish the proof, it is enough to see that the uniform law of large numbers is
applicable to the functions

U1 (x,D) := logD (x) and U2 (x, ϕ,D) := log (1−D (ϕ (x))) .

Indeed, the parameter space Θ = HG,K ×HD,K is compact in Ck,α′ × Ck−1,α′ for 0 < α′ < α.
Since log ∈ Ck,α ([a, b] ,R) for any [a, b] ⊂ (0, 1), the statement (b) of Lemma 2.3 and Lemma
3.12 easily imply the uniform boundedness and continuity of the functions U1 and U2.
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By analogy with (4.4), the continuity of the empirical loss L̂ implies the existence of

min
ϕ∈HG,K

max
D∈HD,K

L̂ (ϕ,D, n) (4.9)

for every n ∈ N. The following theorem reveals the relationship between (4.4) and (4.9). Due to
our construction that guarantees realizability both of generators and discriminators, we simplify
the proof of a related result from [3]:

Theorem 4.6. If ϕ∗ is a minimizer of the quantity (4.2) on HG,K and if ϕ̂n is a minimizer of
the quantity

max
D∈HD,K

L̂ (ϕ,D, n)

on HG,K for each n ∈ N, then fϕ∗ = fµ and dJS (fµ, fϕ̂n)→ 0, as n→∞.

Proof. We first note that

L (ϕ∗, Dϕ∗) = min
ϕ∈HG,K

max
D∈HD,K

L (ϕ,D) ≤ max
D∈HD,K

L (ϕ̂n, D) = L (ϕ̂n, Dϕ̂n) .

Next, in view of (4.8), we have

L (ϕ̂n, Dϕ̂n) ≤ L̂ (ϕ̂n, Dϕ̂n , n) + εsampling (n) ≤ max
D∈HD,K

L̂ (ϕ̂n, D, n) + εsampling (n)

= min
ϕ∈HG,K

max
D∈HD,K

L̂ (ϕ,D, n) + εsampling (n) ≤ max
D∈HD,K

L̂ (ϕ∗, D, n) + εsampling (n)

≤ max
D∈HD,K

[L (ϕ∗, D) + εsampling (n)] + εsampling (n) = L (ϕ∗, Dϕ∗) + 2εsampling (n) .

Thus,
0 ≤ L (ϕ̂n, Dϕ̂n)− L (ϕ∗, Dϕ∗) ≤ 2εsampling (n) , (4.10)

and Theorem 4.5 implies that L (ϕ̂n, Dϕ̂n)→ L (ϕ∗, Dϕ∗). The latter, together with (4.5), gives
dJS (fµ, fϕ̂n) → dJS (fµ, fϕ∗), as n → ∞. (3.1) and (4.6), together with the statement (b) of
Proposition 4.3, show that fϕ∗ = fµ, and the proof is complete.

5 Quantitative Estimates of the Sampling Error

In the previous section we have proven that the sampling error converges to 0 almost surely.
The main objective of this section is to estimate the rate of that convergence. Assuming that
the order of smoothness of generators and discriminators is large enough, we first give an
upper bound for the expectation of the sampling error. Combining the obtained result with
McDiarmid’s inequality gives the desired estimate.

To achieve an upper bound for the expectation of the sampling error εsampling (n), i.e., for
the quantity

E


 sup
ϕ∈HG,K

D∈HD,K

∣∣∣L̂ (ϕ,D, n)− L (ϕ,D)
∣∣∣


 ,

we will apply the Dudley estimate (2.14) to the random processes ±
[
L̂ (ϕ,D, n)− L (ϕ,D)

]
.

The expectation of the difference L̂ (ϕ,D, n)−L (ϕ,D) is clearly 0, and we already know from
the previous section that L (·, ·) and L̂ (·, ·, n) are continuous on HG,K×HD,K ; hence it remains

to state the subgaussian property of the increments L̂ (ϕ1, D1, n)− L̂ (ϕ2, D2, n).
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Lemma 5.1. The increment L̂ (ϕ1, D1, n) − L̂ (ϕ2, D2, n) is [ρn ((ϕ1, D1) , (ϕ2, D2))]2-
subgaussian with

ρn ((ϕ1, D1) , (ϕ2, D2)) :=
1 + d!Kd+1

√
n

[
‖D1 −D2‖∞ + d2 (d!)3K3d+2 ‖ϕ1 − ϕ2‖∞

]
.

Proof. It is easy to check that the arithmetic mean of n independent and identically distributed
σ2-subgaussian random variables is σ2

n
-subgaussian. This fact, together with the representation

L̂ (ϕ1, D1, n)− L̂ (ϕ2, D2, n) =
1

2n

n∑

i=1

[logD1 (Yi)− logD2 (Yi)]

+
1

2n

n∑

i=1

{log [1−D1 (ϕ1 (Zi))]− log [1−D2 (ϕ2 (Zi))]} ,

shows that it suffices to prove the subgaussian property in the case n = 1.
Next, we will estimate the deviation

∥∥∥L̂ (ϕ1, D1, 1)− L̂ (ϕ2, D2, 1)
∥∥∥
∞
.

We have

∣∣∣L̂ (ϕ1, D1, 1)− L̂ (ϕ2, D2, 1)
∣∣∣ ≤ 1

2
|logD1 (Yi)− logD2 (Yi)|

+
1

2

∣∣∣log
(

1−D1

(
Y

(ϕ1)
i

))
− log

(
1−D2

(
Y

(ϕ1)
i

))∣∣∣

+
1

2

∣∣∣log
(

1−D2

(
Y

(ϕ1)
i

))
− log

(
1−D2

(
Y

(ϕ2)
i

))∣∣∣ .

In view of Lemma 3.12, there exists a segment [B1, B2] ⊂ (0, 1) such that
Dϕ,ϕ′ ∈ [B1, B2]. The elementary estimate

|log x1 − log x2| =

∣∣∣∣∣∣

x2∫

x1

dt

t

∣∣∣∣∣∣
≤ |x1 − x2|

min {x1, x2}
(x1, x2 > 0)

gives

|log x− log y| ≤ 1

B1

|x− y| (x, y ∈ [B1, B2]) ,

|log (1− x)− log (1− y)| ≤ 1

1−B2

|x− y| = 1

B1

|x− y| (x, y ∈ [B1, B2]) .

The last two inequalities imply

∣∣∣L̂ (ϕ1, D1, 1)− L̂ (ϕ2, D2, 1)
∣∣∣ ≤ 1

2B1

[|D1 (Yi)−D2 (Yi)|

+
∣∣∣D1

(
Y

(ϕ1)
i

)
−D2

(
Y

(ϕ1)
i

)∣∣∣

+
∣∣∣D2

(
Y

(ϕ1)
i

)
−D2

(
Y

(ϕ2)
i

)∣∣∣
]
.
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The first and the second summands on the right-hand side do not exceed ‖D1 −D2‖∞. To find
an upper bound for the third summand, we first note that

Dϕ,ϕ′ (x1)−Dϕ,ϕ′ (x2) =
fϕ (x1)

fϕ (x1) + fϕ′ (x1)
− fϕ (x2)

fϕ (x2) + fϕ′ (x2)

=
fϕ′ (x2) [fϕ (x1)− fϕ (x2)]− fϕ (x2) [fϕ′ (x1)− fϕ′ (x2)]

[fϕ (x1) + fϕ′ (x1)] [fϕ (x2) + fϕ′ (x2)]
.

The estimate (3.6) gives

fϕ(x2)

[fϕ(x1)+fϕ′ (x1)][fϕ(x2)+fϕ′ (x2)]
≤ d!Kd,

fϕ′ (x2)

[fϕ(x1)+fϕ′ (x1)][fϕ(x2)+fϕ′ (x2)]
≤ d!Kd,

which, together with (3.6), yields

|Dϕ,ϕ′ (x1)−Dϕ,ϕ′ (x2)| ≤d!Kd
∑

h∈{ϕ,ϕ′}
|fh (x1)− fh (x2)|

= d!Kd
∑

h∈{ϕ,ϕ′}
fh (x1) fh (x2)

∣∣∣∣
1

fh (x1)
− 1

fh (x2)

∣∣∣∣

≤ d!Kd+2
∑

h∈{ϕ,ϕ′}

∣∣Jh
(
h−1 (x1)

)
− Jh

(
h−1 (x2)

)∣∣ .

By induction on d, one can easily prove the inequality

|a1 · · · ad − b1 · · · bd| ≤ d

[
max
1≤j≤d

{|aj| , |bj|}
]d−1

max
1≤j≤d

|aj − bj|

where aj, bj (1 ≤ j ≤ d) are arbitrary real numbers. Using this inequality and the definition
of a determinant, we can easily obtain the estimate

∣∣det (aij)d×d − det (bij)d×d
∣∣ ≤ d · d!

[
max

1≤i,j≤d
{|aij| , |bij|}

]d−1

max
1≤i,j≤d

|aij − bij| ,

for any matrices (aij)d×d , (bij)d×d ∈Md,d (R). Applying this estimate to the Jacobian matrices
Jh (y1) and Jh (y2) yields

|Jh (y1)− Jh (y2)| ≤ d · d!Kd−1 |(Dh) (y1)− (Dh) (y2)| (y1, y2 ∈ Ω) .

The latter, combined with the mean value theorem for vector-valued functions, gives

|Jh (y1)− Jh (y2)| ≤ d · d!Kd−1 · dK |y1 − y2| (y1, y2 ∈ Ω) ,

therefore

|Dϕ,ϕ′ (x1)−Dϕ,ϕ′ (x2)| ≤ d2 (d!)2K2d+2
∑

h∈{ϕ,ϕ′}

∣∣h−1 (x1)− h−1 (x2)
∣∣ .

Using (2.7), we estimate further

|Dϕ,ϕ′ (x1)−Dϕ,ϕ′ (x2)| ≤ 2d2 (d!)3K3d+2 |x1 − x2| ,
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hence
‖Dϕ,ϕ′ ◦ ϕ1 −Dϕ,ϕ′ ◦ ϕ2‖∞ ≤ 2d2 (d!)3K3d+2 ‖ϕ1 − ϕ2‖∞ .

Thus, we arrive at the estimate

∣∣∣L̂ (ϕ1, D1, 1)− L̂ (ϕ2, D2, 1)
∣∣∣ ≤ 1

B1

[
‖D1 −D2‖∞ + d2 (d!)3K3d+2 ‖ϕ1 − ϕ2‖∞

]
.

Using (3.7), we can rewrite this estimate in the form
∣∣∣L̂ (ϕ1, D1, 1)− L̂ (ϕ2, D2, 1)

∣∣∣ ≤ ρ1 ((ϕ1, D1) , (ϕ2, D2)) ,

which, together with Hoeffding’s Lemma, shows that L̂ (ϕ1, D1, 1) − L̂ (ϕ2, D2, 1) is
[ρ1 ((ϕ1, D1) , (ϕ2, D2))]2-subgaussian.

Proposition 5.2. Let k > 1− α + d2

2
.

(i) There exists a positive constant C, depending only on d, α, k and K, such that

E [εsampling (n)] ≤ Cn−
1
2 (n = 1, 2, . . .) .

(ii) There exists a positive constant γ, depending only on d, α, and k, such that

E [εsampling (n)] ≤ γK4(d+1)n−
1
2 , (5.1)

for each n = 1, 2, . . . and K > 1.

Proof. Since ±
[
L̂ (ϕ,D, n)− L (ϕ,D)

]
are continuous subgaussian processes on the compact

space (Θ; ρn) = (HG,K ×HD,K ; ρn), the entropy bound (2.14) is applicable to L̂ (ϕ,D, n) −
L (ϕ,D), which gives

E [εsampling (n)] ≤ 12

∞∫

0

√
logN (Θ, ρn, ε)dε = 12

∞∫

0

√
logN

(
Θ, ρ1,

√
nε
)
dε

=
12√
n

∞∫

0

√
logN (Θ, ρ1, ε)dε. (5.2)

It is easy to see that

N (Θ, ρ1, ρr1,r2) ≤ N (HG,K , ‖·‖∞ , r1)N (HD,K , ‖·‖∞ , r2)

≤ N (BCk,α [0, K] , ‖·‖∞ , r1)N (BCk−1,α [0, K] , ‖·‖∞ , r2) ,

where BCl,α [0, K] denotes the closed ball of radius K centered at 0 in the space
C l,α (Ω) (l = k − 1, k) and

ρr1,r2 :=
(
1 + d!Kd+1

) [
r2 + d2 (d!)3K3d+2r1

]
.

In view of (2.12), the estimate

logN
(
BCk,α(Ω)[0, 1], ‖·‖∞ , ε

)
≤ C1

[
λ(d) (Ω1)

]d

ε
d2

α+k
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holds, where
Ω1 := {x : dist (x,Ω) < 1}

and C1 is a constant depending only on d and α + k. Since Ω1 ⊂ [−1, 2]d, hence

λ(d)
(
Ω1
)
≤ λ(d)

(
[−1, 2]d

)
= 3d.

Furthermore,

N
(
BCk,α(Ω) [0, K] , ‖·‖∞ , ε

)
= N

(
BCk,α(Ω)[0, 1], ‖·‖∞ ,

ε

K

)
.

Thus, we obtain

logN
(
BCk,α(Ω) [0, K] , ‖·‖∞ , ε

)
≤ C1 · 3d

2 ·
(
K

ε

) d2

α+k

.

Using this inequality, we may estimate

logN (Θ, ρ1, ρr1,r2) ≤ C2 (d, α, k)



(
K

r1

) d2

α+k

+

(
K

r2

) d2

α+k−1




with
C2 (d, α, k) := 3d

2

max {C1 (d, α + k) , C1 (d, α + k − 1)} .
Taking

r1 =
ε

2d2 (d!)3K3d+2 (1 + d!Kd+1)
, r2 =

ε

2 (1 + d!Kd+1)

and putting

C3 :=

[
C2 (d, α, k) max

{(
2d2 (d!)3K3d+3

(
1 + d!Kd+1

)) d2

α+k ,
(
2K
(
1 + d!Kd+1

)) d2

α+k−1

}] 1
2

,

we obtain √
logN (Θ, ρ1, ε) ≤ C3

[
ε−

d2

2(α+k) + ε−
d2

2(α+k−1)

]
. (5.3)

We would like to integrate both parts of the last inequality. In view of the condition k >
1− α+ d2

2
, we have d2

2(α+k−1)
< 1 which guaranties the integrability of the right-hand side near

0. Put δ1 := diam (HG,K ×HD,K ; ρ1). Since N (Θ, ρ1, ε) = 1 (ε > δ1) , hence (5.2) and (5.3)
give

E [εsampling (n)] ≤ 12C3√
n

δ1∫

0

[
ε−

d2

2(α+k) + ε−
d2

2(α+k−1)

]
dε =

12C3√
n

[
δ

1− d2

2(α+k)

1 + δ
1− d2

2(α+k−1)

1

]
;

therefore we may take C = 12C3

[
δ

1− d2

2(α+k)

1 + δ
1− d2

2(α+k−1)

1

]
for (i).

To prove (ii), assume K > 1. Then

C3 ≤ [C2 (d, α, k)]
1
2

{[
2d2 (d!)3K3d+3

(
1 + d!Kd+1

)] d2

α+k−1

} 1
2
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≤ [C2 (d, α, k)]
1
2
[
2d (d!)2] d2

α+k−1 K
2d2(d+1)
α+k−1 ≤ 4d2 (d!)4 [C2 (d, α, k)]

1
2 K4(d+1),

hence

C = 12C3

[
δ

1− d2

2(α+k)

1 + δ
1− d2

2(α+k−1)

1

]

≤ 48d2 (d!)4 [C2 (d, α, k)]
1
2 K4(d+1)

[
δ

1− d2

2(α+k)

1 + δ
1− d2

2(α+k−1)

1

]
,

and we may choose

γ := 48d2 (d!)4 [C2 (d, α, k)]
1
2

[
δ

1− d2

2(α+k)

1 + δ
1− d2

2(α+k−1)

1

]
.

Theorem 5.3. Let 0 < α ≤ 1, and let d and k be positive integers such that k > 1 − α + d2

2
.

There exists a positive constant γ, depending only on d, α, and k, such that for every δ > 0,
for each positive integer n and for each K > 1 satisfying the condition φ ∈HG,K, the following
estimate is true:

P
(
εsampling (n) ≥ 2γK4(d+1)nδ−

1
2

)
≤ exp

{
− γ2K8(d+1)n2δ

log2 (1 + d!Kd+1)

}
. (5.4)

Proof. To obtain the desired upper bound, we will apply the McDiarmid’s inequality (2.15). In
view of (4.7), the corresponding function f has the form

f (y1, . . . , y2n) = sup
ϕ∈HG,K

D∈HD,K

|fϕ,D (y1, . . . y2n)|

with

fϕ,D (y1, . . . , y2n) =
1

2n

n∑

i=1

logD (yi) +
1

2n

n∑

i=1

log [1−D (ϕ (yn+i))]− L (ϕ,D) .

We need to estimate the oscillations of f (y1, . . . y2n) with respect to its each argument. Let us
do that for the first argument. Using (3.5), (3.6), (3.7) and the triangle inequality, we have

f (y′′1 , y2, . . . , y2n) = sup
ϕ∈HG,K

D∈HD,K

∣∣∣∣fϕ,D (y′1, y2, . . . , y2n) +
1

2n
logD (y′′1)− 1

2n
logD (y′1)

∣∣∣∣

≤ sup
ϕ∈HG,K

D∈HD,K

|fϕ,D (y′1, y2, . . . , y2n)|+ 1

2n
sup

D∈HD,K

[|logD (y′′1)|+ |logD (y′1)|]

≤ f (y′1, y2, . . . , y2n) +
1

2n
· (−2 logB1) ,

hence

f (y′′1 , y2, . . . , y2n)− f (y′1, y2, . . . , y2n) ≤ − logB1

n
.

Thus, the oscillation of f (y1, . . . y2n) with respect to its first argument does not exceed − logB1

n
;

and the same is true for all other arguments of f . Hence (2.15) gives

P (εsampling (n)− E [εsampling (n)] ≥ t) ≤ e
− 2n2t2

2n log2 B1 = e
− nt2

log2(1+d!Kd+1) (t ≥ 0) .
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The latter, together with (5.1), implies

P
(
εsampling (n) ≥ t+ γK4(d+1)nδ−

1
2

)
≤ e

− nt2

log2(1+d!Kd+1) (t, δ > 0;n = 1, 2, . . .) ,

and taking t = γK4(d+1)nδ−
1
2 , we obtain the desired estimate.

In the next theorem we allow K to increase with the sample size n. This enables us to
fulfill the requirement φ ∈ HG,K for large n without knowing K explicitly. To indicate the
dependence of the quantities εsampling (n) and ϕ̂n on K, we shall use for them the notations
εKsampling (n) and ϕ̂n,K , respectively.

Theorem 5.4. Let 0 < α ≤ 1, and let d and k be positive integers such that k > 1 − α + d2

2
.

Then εn
1

32(d+1)

sampling (n) and dJS

(
fµ, fϕ̂

n,n

1
32(d+1)

)
converge to 0 almost surely, as n→∞.

Proof. In (5.4) putting K = n
1

32(d+1) and δ = 1
4
, we obtain

P
(
εn

1
32(d+1)

sampling (n) ≥ 2γn−
1
8

)
≤ exp

{
− γ2n

3
4

log2
(

1 + d!n
1
32

)
}
.

This estimate clearly implies the convergence of the series
∞∑
n=1

P
(
εn

1
32(d+1)

sampling (n) ≥ 2γn−
1
8

)
. In

particular, we have
∞∑

n=1

P
(
εn

1
32(d+1)

sampling (n) ≥ 1

m

)
<∞,

for evere positive integer m. The Borel–Cantelli lemma shows that

P
(

lim sup
n→∞

{
εn

1
32(d+1)

sampling (n) ≥ 1

m

})
= 0 (m = 1, 2, . . .) ,

hence

P

({
εn

1
32(d+1)

sampling (n)→ 0

})
= 1.

In view of (4.5), the terms L(ϕ̂n, Dϕ̂n), L(ϕ∗, Dϕ∗) of the error decomposition given in (4.10) can
be replaced by the Jensen-Shannon divergences dJS (fµ, fϕ̂n) , dJS (fµ, fϕ∗). Since Theorem 4.6
states that fµ = fϕ∗ and we know that ϕ∗ is a member of HG,K given by the inverse Rosenblatt
transformation φ (see Proposition 3.8), (4.10) gives

dJS

(
fµ, fϕ̂

n,n

1
32(d+1)

)
≤ 2εn

1
32(d+1)

sampling (n) ,

therefore dJS

(
fµ, fϕ̂

n,n

1
32(d+1)

)
→ 0 almost surely, as n→∞.

Note that, under the additional condition k > 1−α+ d2

2
, Theorems 4.5 and 4.6 follow from

Theorem 5.4.
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6 Conclusion and Outlook

In this work we have proven that generative adversarial learning can be successfully pursued in
the large data limit for generators in Ck,α-Hölder spaces if fulfilling a uniform bound. The crucial
observation was the realizability of arbitrary distributions with Ck,α-Hölder density, a suitable
bound on the norm within the so-defined hypothesis space and a consistent formulation of the
hypothesis space of discriminators. The key technical ingredients were a thorough investigation
into the analytical properties of the Rosenblatt transformation based on an inverse function
theorem for Hölder spaces, which seems not to be known in the literature. At the same time,
Hölder spaces provide us with very flexible possibilities for pre-compact embeddings, both
qualitatively in Ck,α′-spaces and quantitatively in L∞ where explicit estimates on covering
numbers are known. Both kinds of embeddings were exploited in the proofs of learnability with
varying regularity requirements, without and with explicit convergence rates.

From the insight generated through this work, some new of lines of research seem to be
promising. While this paper focuses on the theory of infinite dimensional generative learning,
the understanding of generative adversarial networks can profit from such an analysis. In fact,
deep (and shallow) neural networks (D(S)NN) on the one hand have the universal approxi-
mation property which in recent times has also been studied quantitatively [29, 19], including
deep convolutional neural networks [30, 18], too. Thus, the approximation of the Rosenblatt
transformation by DNN seems to be feasible. DNN with smooth sigmoid activation functions
could provide a ’conformal’ approximation within Ck,α. Note that the rates of [29] are yet to
be established for this class of networks. ReLU Networks would correspond to an exterior,
’non-conformal’ approximation, where the estimate of the sampling error would require a revi-
sion in order to obtain convergence rates that are independent of the network’s weight count.
While both strategies seem feasible, a certain level of technicalities is to be expected to achieve
their implementation. Obviously, the ’non-conformal’ strategy would be very valuable for the
understanding of the success of the contemporary GAN technology.

Secondly, the ’triangular’ structure of the Rosenblatt transformation implies that the learn-
ing problem could be split into a hierarchy of consecutive learning problems starting from one
input and output dimension and proceeding to j-dimensional input in the j-th learning step,
whereas always only one additional dimension of output has to be learned at a time. Note
that this does not necessarily have to happen in a lexicographical order of input channels, but
one could easily combine this with linear transformations that consecutively train multiscale
hierarchies like wavelet coefficients of images. Also this triangular structure is more easy to
invert numerically, which might be of interest in the construction of a cycle-GAN (in moderate
dimension).

Acknowledgment. H.A. acknowledges financial support from bergisch.smart.mobility funded
by the Ministry of Economic Affairs, Innovation, Digitalization and Energy of the State of
North Rhine-Westphalia.
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