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Parallel-in-time methods have shown success for reducing the simulation time of many time-dependent problems. Here, we
consider applying the multigrid-reduction-in-time (MGRIT) algorithm to a voltage-driven eddy current model problem.
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1 Introduction

The simulation of electrical machines, such as synchronous and induction machines, transformers or cables, is an established
procedure in industry to improve the product design, e. g., to prevent eddy current losses. In this low-frequency regime, the
eddy current problem is typically used. It is an approximation of Maxwell’s equations for devices where the displacement
current can be neglected with respect to the source currents [3]. For such devices, the model governs the evolution of electro-
magnetic fields and is, for a voltage-driven system, coupled with an additional equation, resulting in the following system for
unknown magnetic vector potential ~A : Ω× I → R3 and the electric current is : I → R:

σ∂t ~A+∇×
(
ν(‖∇ × ~A‖)∇× ~A

)
− ~χsis = 0, (1a)

d

dt

∫
Ω

~χs · ~A dV = υs, (1b)

with homogeneous Dirichlet condition ~A × ~n = 0 with normal vector ~n on ∂Ω, initial value ~A|t0 ≡ 0, and where Ω denotes
the spatial domain (here, the tube region depicted in Fig. 1) and I = (t0, tend] is the time interval. The electrical conductivity
σ ≥ 0 is only non-zero in the tube region Ω2 (10 MS/m), and the magnetic reluctivity ν is modeled by a monotone cubic
spline curve in Ω2 and by vacuum (1/µ0) in Ω0 and Ω1. The winding function ~χs : Ω→ R3 represents a stranded conductor
in the model [7]. Equation (1b) establishes a relationship between the so-called flux linkage, i. e., the spatially integrated time
derivative of the magnetic vector potential and the pulsed voltage vs(t) = 0.25 p(t) V, which is given by

p(t) =

sign

[
sin

(
2π

T
t

)]
, sn(t)−

∣∣∣∣sin(2π

T
t

)∣∣∣∣ < 0,

0, otherwise,
(2)

where sn(t) = n/Tt− bn/Ttc is the common sawtooth pattern, with n = 200 teeth and period T = 0.02 s [6]. Discretizing
in space using edge shape functions yields a system of index-1 differential-algebraic equations (DAEs). Please note, that in
this particular case, the symmetry in the z-direction is exploited and the problem is solved only on a 2D section in the x-y
plane. This semi-discrete system can be integrated using the backward Euler method, resulting for each time step tj in a
nonlinear system of the form Φ(uj) = gj , with u>j = (a>, i) where a is the vector of discrete vector potentials and i is an
approximation of the current. Collecting all uj’s and gj’s in vectors u and g, respectively, we obtain the space-time system
A(u) = g, where each block row corresponds to one time step.
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Fig. 1: Coaxial cable model and its cross section. The inner, dark
grey region Ω0 models the wire, the white region Ω1 an insulator
and the outer, light grey region Ω2 the conducting shield [2].

Algorithm 1 MGRIT(A,u,g)

1: Apply FCF -relaxation to A1(u(1)) = g(1)

2: Inject the approximation and its residual to the coarse grid:
u(2) = RI(u(1)),

g(2) = RI(g(1) −A1u(1))

3: Solve A2(v(2)) = A2(u(2)) + g(2)

4: Compute the error approximation: e = v(2) − u(2)

5: Correct using ideal interpolation: u(1) = u(1) + P (e)
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2 Multigrid reduction in time (MGRIT)

The multigrid-reduction-in-time (MGRIT) algorithm [1] is a highly parallel, iterative method for solving time-dependent
problems. Instead of sequential time stepping, MGRIT is a parallel-in-time method that allows for solving multiple time steps
at once by using a multilevel hierarchy of temporal grids. For a given time grid, define a splitting of all time points into C-
and F -points, such that every m-th point is a C-point, defining the next coarser grid, and all others are F -points. MGRIT uses
block relaxation that alternates between F - andC-points. Relaxation on F -points, called F -relaxation, propagates the solution
from each C-point to all F -points up to the next C-point. Similarly, C-relaxation updates the solution at all C-points. Further,
we define two grid transfer operators, injection as the restriction method and “ideal interpolation” as injection followed by an
F -relaxation. The resulting two-level MGRIT algorithm, using the full approximation storage (FAS) framework [5], is given
in Algorithm 1, where Al(u

(l)) = g(l) denote the nonlinear space-time systems of equations on levels l = 1, 2; multilevel
schemes, e. g., V - and F -cycles [4] can be defined by applying the two-level method recursively to the system in Step 3.

3 Numerical results

We apply the MGRIT algorithm to the coupled system (1) on the space-time domain Ω × (0, 0.04] with Ω = Ω0 ∪ Ω1 ∪ Ω2

(Fig. 1). The problem is discretized using linear edge shape functions with 2269 degrees of freedom in space and on a fine
equidistant time grid with 214 intervals using backward Euler to resolve the pulses. We consider MGRIT V - and F -cycle
variants with different numbers of grid levels (L = 3, 4, 5) and various coarsening factors (m = 64, 16, 8), each with a
coarsest grid consisting of four time points. The system on the coarsest grid is solved with time stepping and all nonlinear
spatial solves are performed using Newton’s method. For numerical results, an Intel Xeon Phi cluster with 272 1.4 GHz Intel
Xeon Xhi processors is used. The MGRIT algorithm was implemented in Python using the Message Passing Interface (MPI).

The results in Tab. 1 show that all six MGRIT variants have similar convergence behavior. While iteration counts of the two
cycle types are the same for three and four levels, for five levels, the number of iterations of the F -cycle MGRIT algorithm is
smaller than the V -cycle variant. Note, however, that the cost of one F -cycle iteration grows with increasing numbers of grid
levels. Fig. 2 shows strong scaling results for the three- and five-level variants as well as the runtime of time stepping on one
processor for reference purposes. We see good scaling behavior for all four schemes, with a speedup of up to a factor of about
4.2 over sequential time stepping. On smaller numbers of processors, runtimes of F - and V -cycles are about the same, while
for larger processor counts V -cycles are faster than F -cycles, due to the higher communication requirements of F -cycles.

L = 3 L = 4 L = 5
V -cycle FCF 7 9 9
F -cycle FCF 7 9 8

Table 1: Iteration counts of MGRIT variants for solving the
coupled system (1) to a space-time residual norm ‖r‖ < 10−6.
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Fig. 2: Time stepping on one processor and strong scaling results
for MGRIT variants applied to the coupled system.
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