Bergische Universitat Wuppertal
Fachbereich Mathematik und Naturwissenschaften

Institute of Mathematical Modelling, Analysis and Computational
Mathematics (IMACM)

Preprint BUW-IMACM 14/25

Christian Hendricks, Matthias Ehrhardt and Michael Giinther

High Order Tensor Product Interpolation
in the Combination Technique

August 2014

http://www.math.uni-wuppertal.de



High Order Tensor Product Interpolation in the Combination
Technique

Christian Hendricks, Matthias Ehrhardt, Michael Giinther

Bergische Universitat Wuppertal, Chair of Applied Mathematics and Numerical Analysis (AMNA),
Gaufistrasse 20, 42119 Wuppertal, Germany

Abstract

In this paper we introduce high dimensional tensor product interpolation for the combi-
nation technique. In order to compute the sparse grid solution, the discrete numerical
sub solutions have to be extended by interpolation. If unsuitable interpolation techniques
are used, the rate of convergence is deteriorated. We derive the necessary framework to
preserve the error structure of high order finite difference solutions of elliptic partial
differential equations within the combination technique. This enables us to obtain high
order sparse grid solutions on the full domain. Exemplary for the case of order four we
illustrate our theoretical results by two test examples with up to four dimensions.

Keywords: high order, sparse grids, interpolation, finite difference schemes

Email addresses: hendricks@math.uni-wuppertal.de (Christian Hendricks),
ehrhardt@math.uni-wuppertal.de (Matthias Ehrhardt), guenther@math.uni-wuppertal.de (Michael
Giinther)

Preprint submitted to IMA J. of Numerical Analysis August 21, 2014



1 Introduction

In many of todays applications high dimensional problems arise. Especially in the field
of computational finance partial differential equations (PDEs) with several dimensions
have to be solved to evaluate the price of financial products. Since the number of grid
points in a tensor based grid growth exponentially with the dimension, the so called
curse of dimensionality shows its effects very quickly. Sparse grids (Zenger (1991)) and
the Combination Technique (Griebel et al. (1992)) have proven their great ability to re-
duce the computational effort. Using a sparse grid representation of a function in d
dimensions, O(h;*log(h,;!)?1) grid points are employed. Bungartz, Griebel & Riide
(1994) and Garcke (2008) have shown shown that the approximation accuracy is of order
O(h2log(h;1)4~1) under certain smoothness requirements. Compared to a tensor based
full grid with O(h,;¢) grid points and an accuracy of O(h2) the total number of nodes is
significantly decreased. Thus the sparse grid approach only suffers from the curse of di-
mensionality in a much lower extent. Sparse grids have successfully been used by Griebel
& Hamaekers (2007), Griebel & Thurner (1995), Gaikwad & Toke (2009) to solve PDEs
with several dimensions. In order to construct a solution on the sparse grid, the combi-
nation technique can be used. It is based on linearly combining a sequence of solutions
via interpolation. Since each solution can be computed independently of the others, the
method is embarrassingly parallel. Hence it can be efficiently implemented on a cluster to
accelerate the computation time (Gaikwad & Toke (2009)).

In the literature second order finite difference schemes are employed to solve each of the
resulting subproblems and the solutions are combined to the sparse grid solution via multi-
linear interpolation. As far as we know, there exists only one article by Leentvaar & Oost-
erlee (2006), where fourth order stencils are used. But the question, which interpolation
technique is suitable, remains open. From an intuitive point of view it is clear that linear
interpolation cannot preserve the order of the highly accurate sub-solutions. In this pa-
per we want to present interpolation techniques which do not interfere the error splitting
within the combination technique. Since high dimensional problems shall be solved, we
use a tensor product approach to extend the univariate interpolation to the multivariate
case.

The outline is as follows: in Section 2 and 3 we give a short overview of the combination
technique and motivate the need for high-order interpolation techniques. In Section 4 we
take a closer look at the two dimensional test case. Here we can omit a complex notation
and give the reader an idea of how the approach works. Later in Section 5 the framework
is extended to the n dimensional case. Finally, numerical results are presented in Section
6.

2 Combination Technique in a Nutshell

Here we want to give a short introduction to the combination technique. It is based on
linearly combining a sequence of discrete solutions to a more accurate solution. In order to
achieve a higher accuracy, the error structure of the discrete solutions is exploited in such
a way that low order errors cancel out. This can most easily be demonstrated in a two
dimensional example. Let us consider the Poisson equation on the unit square Q2 = (0,1)?



um(:r,y)—&—uyy(x,y) :f(l',y) on €2 (21)
u(z,y) = g(x,y) on 99,

with its discrete solution up, on the grid Q; with mesh widths h = (hg, hy) respectively.
The discrete solution is computed via a standard second order finite difference scheme.
Bungartz Bungartz, Griebel, Roschke & Zenger (1994) was the first one, who proved with
help of Fourier series of discrete and semi-discrete solutions that the error of the discrete
solution consists of second order errors from each of the directions and one mixed error

un(@,y) = u(®,y) + wi (@, y; ha)hd + wa(, y; hy)h + w1 o (2, y; he, hy)hohe.  (2.2)

We see that the errors w; and wy either depend on h, or hy. If we compute the difference
between two discrete solutions, which use the same step size in one of the two spatial
dimensions, one error term cancels out. To simplify our notation, we write up, := u(i,7)
where h, = 27% and hy = 277 for i,j € N. We obtain

w(278,277) —u(27, 2—(3‘71))
= w2(9€, Y; 27j)27j — Wy (w, Y; 2*(]'*1))2*(3'71) + wl,z(% y: 277;’ 2*j)27i27j
—wya(z,y; 270,270y~

We see that the error w; has vanished. We can further exploit this idea by combining the
sub-solutions according to the following formula, so that all lower order terms cancel out

wh =y w22 = Y w2 2), (2.3)
i+j=n+1 +j=n

This combined solution u? is called sparse grid solution. Figure 1 (A) shows the sparse
grid and (B) the solution of the Poisson problem (2.1) with u(z,y) = exp(zy). According
to Bungartz, Griebel, Roschke & Zenger (1994) the pointwise error is given by

uf —u| < KhZ(1+ 3logy(hy, ') = O(h2logy(hy '),

where h, = 27" and w1, wy, w12 are bounded by K. This can easily be verified by
straightforward inserting (2.2) into the combination formula (2.3). Please note that an
interpolation is needed to combine the sub solutions.



(A) Sparse grid (B) Combined solution
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Figure 1: Sparse grid and combined solution with u(z,y) = exp(xy)

3 Motivation

We now want to use a fourth order finite difference scheme to compute the discrete solution.
If we assume that the error can be split as

w(z,y) — un(z,y) = c1(@, y; ha)hy + co(@, y; hy)hy + c1.2(2, y; ha, hy)hyhy, (3.1)

then we can combine the sub-solutions according to (2.3) and estimate the error of the
sparse grid solution

en = lup —ul < Khi(§ + 15 1082(hy ) = O(hy 1oga(hy 1)) (3-2)

This error bound holds for all points, which are not subject to the interpolation scheme.
These are the points, which belong to all underlying sub-grids. Since there is only one
interior grid point (0.5,0.5), which fulfills this condition, the use of the convergence result
(3.2) seems to be very limited. In the following we want to check numerically if the
convergence result is also valid for other grid points. As a test example we solve the two
dimensional Poisson equation (2.1)

Uaa (2, ) + uyy(2,y) = (2% +y*) exp(ay) on @ = (0,1)*
u(z,y) = exp(xy) on 0L,

with the combination technique and a standard fourth order difference scheme. The sub-
solutions are combined via multi-linear interpolation. This example was also considered
by Leentvaar & Oosterlee (2006). Thinking of the discrete solution uf as a vector, we
compute the error in the maximum-norm, which is appropriate for elliptic problems. The
error is given by

(e}

€n

= [lup, = Biulloo,

where R is a restriction operator restricting the analytical solution to the sparse grid.

In Figure 2 we compare the convergence of the errors e, at (z,y) = (0.5,0.5) and e°. The
decline of the pointwise error is close to order four and thus in line with the theoretical



result (3.2). The error in the maximum-norm exhibits a much lower numerical rate of
convergence. This observation underlines that multi-linear interpolation cannot preserve
the error structure (3.1) of the finite difference solution. Since in most practical applications
a high order on the complete domain is requested, the question arises, which interpolation
technique to use. In the remainder of this paper we want to determine suitable interpolation
techniques.
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Figure 2: Convergence at mid-point and in ||.||s-norm



4 The 2-d case

In the last section it was demonstrated that the error splitting is interfered if unsuitable
interpolation techniques are used. But what is a suitable interpolation technique? A
suitable technique P preserves the error structure of the discrete solution uy on the whole
domain (z,y) € Q in such a way that it holds

u(w,y) — (Pun)(@,y) = 112, y; ha ) WG + v2(2, y; by )W) + 71,2(2, y; ha, By )RERY,  (4.1)

where p € N and 71, 72, 71,2 are bounded by some constant K. If (4.1) holds, the pointwise
error in the combined solution holds for all points in 2. Thus we have convergence of order
O(h} logy(h,, 1)) on the whole domain and not only at the mid-point if p = 4. In the
remainder of this section we want to derive such an interpolation technique. Reisinger
(2012) proved in his seminal paper that a splitting of the form (4.1) with p = 2 holds, if
multi-linear interpolations is applied. His proof is twofold: Under the assumption of a linear
interpolation operator P the error can be split into an interpolation error of the analytical
solution and the interpolation of the pointwise error at the grid €. The evaluation of the
analytical solution at the discrete grid is denoted by ugq, , i.e. we have

= u(xay) - (Pth)(xay) + (Pth)(x7y) - (Puh)(x7y)
= u(xay) - (Pth)(xay) + (P(th - uh))($7y)'
Hence two errors can be analyzed separately and the final result for u(z,y) — (Pup)(x,y)

follows immediately. We want to follow this approach and start with the derivation of a
tensor product based interpolant and investigate the structure of the interpolation error.

We construct the multidimensional interpolation P as the tensor product of univariate in-
terpolation P, Py respectively. P, interpolates along the x direction, while P, interpolates
in coordinate direction of y. The univariate interpolant of a function g can be constructed
in the form

Prg = Zaj(g)fj
=1

with a given function basis { f;};=1,...» with respect to linear functionals {\;};=1,.. n, which
fulfill

AjPrg = Njg, for 5 =1,...,n.

This general framework allows for a wide class of interpolation techniques such as linear or
spline interpolation. Due to Lemma XVII.1 in de Boor (1978) the interpolant is unique with
alg) = A_l()\jg), where A is the Gramian matrix A := (X\;fj)ij=1,..n. The interpolation
in y direction can be defined in the same way with the given basis {hj } j=1,...,m and linear
functionals {1t;}j=1,...,m, so that the interpolant is given by

Pyg=>_Bj(9)h;,
j=1

where B(g) = B~ Y(u;g) and B := (uih;)ij=1,..m- The tensor interpolation operator
P = P, ® P, has the form

Pg=> " ai(9)8;(9)fih;.

i=1 j=1



Thus the error of P, and P, can be expressed in terms of their remainders R, R,,

(Prga,)(@,y) = g9(z,y) + by Ryg(2, ),
(Pygo,) (@, y) = g(z,y) + by Ryg(z, y),

where p is the order of the interpolant. The error of P can be given by separate univariate
remainder terms

Pgo, = Py ® Pyga, = (I + h2R,) ® (I + hERy)g (4.3)
= g+ hlR.g + W'Ryg + W2hIR, @ Rg.

If the order p = 2 is desired, then linear interpolation is sufficient, while in the case of
p = 4, a cubic spline interpolation is appropriate. If cubic spline interpolation is used and
the function g has four continuous derivatives, then

4
Rogllos < 5371541,
[ Rz9]lo 384H84x4H (4.4)

0
IRyglloe < 31129

holds, as proved by Hall (1968).

In the following we consider a function u € C}f’k) (Q). Here C}?’k)(ﬁ) denotes the function

space, where all partial derivatives % with ¢,7 = 1, ...,k are continuous and bounded
by K for an integer k. In the sequel we assume k to be large enough so that w is sufficiently
smooth. If an interpolation scheme of order p is used, we get due to (4.3)

(Pugq,)(w,y) = u(z,y) + hici(z,y; he) + Ay ca(w, y; hy) + hERber o(z,y; ha,y By),  (4.5)

for (z,y) € Q.
To analyze the second source of error in (4.2), it has to be shown that the finite difference
solution has an error of the following form

u(x, y) - ’LLh(J?, y) = hl;:wl(x7 Y hm) + hng(xv Y; hy) + hla):hgwl,Q(w’ Y; hx; hy)v

for (z,y) € Q. While Bungartz, Griebel, Roschke & Zenger (1994) showed that such a
splitting exists for the Laplace euqation in 2-d with second order finite difference schemes,
Reisinger (2012) developed a framework for elliptic equations and linear finite difference
schemes with arbitrary order. His work starts with a proof of consistency of the finite
difference scheme. The order of consistency p of a PDE can be investigated with a straight-
forward Taylor expansion

Lyw(z,y) — fu(z,y) = Mmi (@, y; ha) + hyme (2, y; hy) + hERET1 2(2, Y5 ey hy),

for sufficiently smooth u and (z,y) € Q. Here L; denotes the discretization operator.
Under suitable regularity assumptions, we can conclude from Reisinger (2012) that it holds

uq, (7, y) — up(w,y) = hhwi (2, y; he) + hhwa(x, y; hy) + w2 (z, y; haey hy). (4.6)
Due to (4.6) the interpolation of the pointwise error yields

(P(uq, —un))(@,y)
= hi(Pwi(:s he)) (2, y) + hy(Pwa (5 hy)) (2, y) + hhy(Pwia (5 he, hy)) (2, ).



Applying equation (4.5), we obtain

(P(uq, — un))(z,y)
= hb (w1(z,y; he) + hBé1(x,y; ha) 4+ hbéa(z, y; hy) + hERDE o (2, y; he, hy))
+ BD (wa(x, y; he) + BEC1 (2, y; ha) + hDEa (2, y; hy) + hERDE o (2, y; ha, hy))
+ RERD (w122, y; he) + BEC1 (2, y; ha) + hECa (2, y; hy) + hERDEL 2 (2, 45 ha,y By)) -

If we sort the terms according to their order and condense, the error can be rewritten as

(P(ug, —un))(z,y) (4.7)
= b B1(x, y; ha) + ) Ba(x, ys hy) + hERY B 2(2, y; ha, hy),

where

B1(z,y; ha) = wi(,y; he) + hié1 (2, y; ha) (4.8)
Ba(x,y; hy) = wa(z,y; hy) + Bl éa(x, y; hy)
B1,2(%, Y; by hy) = w1 2(2, Y5 ha, hy) + Ca(, y;5 he) + E1(x, y; he) + hhé1 2(x, y; ha, hy)
+ h551,2(az, Y; by, hy) + PP (z, y; hy) + hZEg(x, y; hy)
+ hf:hgélvg(a;, Y hay hy),

From equations (4.5) and (4.7) we can finally conclude for all (z,y) € Q that

u(z,y) — (Pun)(z,y)
= i (B1(z, y; ha) — c1 (2, y; b)) + B (Ba(z, Y5 hy) — co(z, Y5 hy))
+ hihi (Br2(z, y; hay hy) — c12(2, y; ha, hy))
= hyi(w, y; he) + hova(w, y; hy) + WALy 2 (2, Y5 By By ),

with Y1 = 51 —C1, Y2 ‘= 62 — Cg, ’)/1,2 = BLQ — CLQ.

We now want to apply this framework to the Poisson equation (2.1) to derive a splitting
of the form (4.1) with p = 4. As already mentioned, the cubic spline interpolation ful-
fills the desired order. The solution u has to be sufficiently smooth with bounded mixed
derivatives. Since u needs to fulfill the consistency requirements of the finite difference
solution and as the functions wy, wa, wy 2 in (4.6) are interpolated via spline interpolation,
we assume u € C’go’m)(fl) and that u and its derivatives vanish at the boundaries of €.
In order to show that a (semi-) discrete maximum principle holds for the finite difference

solution, we cite Theorem 2 by Ciarlet (1970):

Theorem 2 by Ciarlet (1970) The discrete finite difference operator satisfies the discrete
mazimum principle if the following two matriz conditions are satisfied:

e (I) The finite difference matriz A is monotone,
e (II) the row sums of the matriz A are all nonnegative.

Since the row sum is zero in (4.11) and also in the case of a second order discretization at
the boundary it is clear that condition (IT) is fulfilled. The monotonicity of —A directly
follows from Lemma 3.1. in the paper by Bramble & Hubbard (1964 ), where the fourth order
discretization to the Poisson equation —Awu = f is considered. Rewriting our discretization
to —Au = —f, we can conclude that a (semi-) discrete maximum principle holds if —f <0
or a (semi-) discrete minimum principle if —f > 0 is fulfilled.



This enables us to apply Lemma 3.1. (Reisinger (2012)) for our finite difference stencil
(4.11) and to get bounds for the Poisson problem with Dirichlet data and also for its
(semi-) discrete solution

lulloo < 1l flloc

. (4.9)
1l oo < 111,

where ugk) is the semi-discrete solution in direction k for k = 1,2. We obtain for (z,y) € Q

(Pugq,, ) (x,y) = u(z,y) + hici(z,y; he) + h202(3:, y; hy) + hihgcm(a:, y; hay hy),  (4.10)

2
where [|c1]|oo < 555K, [[c2]|oo < 55 K, [lc1.2]lo0 < 3ng.

384 384

The standard fourth order finite difference scheme reads

Lyu(zi, y;)
—u(z; + 2hg, y;) + 16u(z; + ha, y;) — 30u(z, yi) + 16u(x; — hy,yi) — u(x; — 2hy, yj)
B 12h2
L Zul@i ys + 2hy) + 16u(@i, yj + hy) — 30u(@i, ;) + 16u(zi, y; — hy) — u(zi, y; — 2hy)
1272 ‘

(4.11)
Via Taylor expansion we obtain for (z,y) €
Lyu(z,y) = fu(x,y) = hami(2,y; he) + hyma(a, y; hy).

The errors are bounded by [|71]jc < oK and |[72]|c < g5K. We can conclude from
Reisinger (2012) that it holds

uq, (2, y) — up(z,y) = hawi (2, y; he) + hywa(z, y; hy) + hphywy 2(2, ; b, by)
for (x,y) € Q. The functions wy, we are defined as the solution of the auxiliary problems
Lgx)wl(.; hy) = 71(;hy)
L,(Zy)wg(.; hy) = 12(; hy),

(k)

where L, is the semi-discretization operator in direction k for & = z,y. The function wy o
can be derived from

and solving
Lywi o = 01,2 + 02;1.

For more details we refer to Reisinger (2012). The bounds are given by

[wileo < §95K
[walloo < §95K
[wi2lloe < 25755z K-



Interpolation of the pointwise error of the finite difference solution and summation of both
error terms in (4.2) yields for (z,y) € Q

u(z,y) — (Pup)(2,y)
= Ry (Br(, y; ha) — c1(2,y3 he)) + hy (Ba (2, y; hy) — ca(, ;5 hy))
+ hih; (Br2(x, y; hay hy) — c12(x, y; hay hy))
= hami (@, y; he) + hya (@, ys hy) + hghym 2(e, s b hy),

with v1 1= 1 —c1, 72 1= B2 — 2, V1,2 := P1,2 — c12. The functions Bi, B2, P12 are defined
according to (4.8) and bounded by

1B1llo0 < Fhms K
B2l < otk K
1551721

1B1,2ll00 < 35330505200 &

These bounds can be derived by straightforward computation. We illustrate it for g1 =
wy + hiél =wy + hinwl. Exploiting (4.4), (4.9) we obtain

Hﬁluoo < ”wl”oo + HRrU)lHoo
11 5 0t
< - K4 e
< 300" T 3sallgzal
11 51 04
<-— K+ —Z=—m7llso
<3905 * 345/l 5
11 511,010
p— 77K —_—
590 * 331500/ pgr0 vl
S(ll 5 1LY 38
— \890 ' 384890 276480

Thus we can derive bounds

389 5 _ 3989
Milloo < (76185 + 382) K = 37650 K
Irzlleo < St K
1551721 52 _ 8031721
Ir2llee = (38220595200 T 3842> K = 33990505000 /¢

Hence we obtained a suitable interpolation technique of order four.

5 The d - dimensional case

In this section we extend the framework to the general d dimension case. To do so we split
the error

u(x) — (Pup)(z) = u(z) — (PUQh)(LU) + (P(UQh — uh))(x) . (5.1)

I 17

In a first step, we derive an expression for the interpolation error in I, if cubic spline inter-
polation is used in the tensor product approach. This corresponds to the case p = 4. Please
note that the same structure of proofs can be followed to derive a similar error splitting
for higher p. But since schemes with an order higher than four are usually not used in
practice, we are satisfied with p = 4. Next, we take a closer look at the error structure of
our fourth order finite difference solution. Then the knowledge of the interpolation error



can be applied to the interpolation of the finite difference solution to obtain the structure
in IT (Lemma 3). In a final step, we deduce Theorem 1, which gives us an expression of
the error (5.1).

Lemma 1. Letu € C}?""A)(Q) and univariate cubic spline interpolation P; along the i —th
coordinate direction for i = 1,...,d with Pou = u + hf‘Riu and remainder operator R; be
given. Then the error of the tensor product interpolation P = Py @ Po ® ... ® Py for all
x € is

d

(Pth)(x) - u(ac) = Z Z h;i Tt h?nLle,.‘.,jm(x; hjl? ey h‘jm)?

m=1 {]lvvjm}
C{177d}

where ||cj,....jnlloc < 5o7m K form=1,....d.

Proof.

(Pug,)(z) = (PL® P ® ... ® Pgug, )(z) = (I + hiR1) ® (I + h3R2) @ ... ® (I + hjjRy)u(x)

d
=u()+ Y, Y. B -..-hj Ry ®..0 R ux),

m=1 {]177]771}
C{1,...,d}

where [ is the identity. Defining c;, . . (%5 hj, ..., by ) == Rj) ® ... ® R, u(x) we obtain
the desired form. Due to the findings by Hall (1968) it holds

4,...,4)

Ulloo < 32%1(.

sm Ol
[Rjy @ ... @ Rj, ulloo < 537w H(‘)x4 0t
Jit Jm

O

Lemma 2. Let u € C}?""’G) (Q) be the solution to the Poisson equation and let up, denote

its finite difference solution of order four at the grid point x; € €, with step sizes h =
(hiy...;hq). Then the pointwise error is

d
U(ZEh) — Up = Z Z h;ll Cee s h?mwjh--.,jm(l‘h; hj17 ceey hjm)?
m=1{j1,....jm}
c{1,..,d}

where
\wj, ... (@R Ry o By )| <SMEST™O0T ™K form =1, ..., d.

Proof. Consistency of finite difference approximation via Taylor expansion and application
of the framework developed by Reisinger (2012). O

Before we investigate the interpolation of the pointwise error, we derive bounds for the
remainder terms R, ® Rj, ® ... ® Rj, w;, 4,...4,. Similar to the two dimensional one can
compute bounds for the analytical and (semi-) discrete solution of the Poisson equation
with homogenous Dirichlet data

lulloo < gl £l

ot (52)
" g < L1 oo

10



Restricting ourself to function spaces with vanishing derivatives of sufficiently high order
at the boundary, we can also derive bounds for the derivatives of f, u respectively. We cite
from Reisinger (2012) the auxiliary problem with solution w;,, . ;,

Lilr-"in
h

Wip,.in = Tityeenyin
and the definition of the terms 7;, ;.
Tigpesin ~= E O21,0s2n—1;2"
21,%25--92n—1,%
s.t.{z1,22,.,2n—1}U{z}

={i1,i2,..,in}

Please note that 7;, for iy =1, ..,

coordinate direction ¢;. The functions o, ..

(' a~~~7‘n
(i

The terms oy, .. 4,

A

) Lh) Wiy .. i

=, are obtained via the expansion

>

kefl,...d}
kg{lh

Ot yennsiniho

in}

-~,in;kHoo =

gouaxk i1 7~-7in||00 holds.

4m

[Rjy ® Rjy®... @ Ry, Wiy iy i || 0o

5™ 1

384m | 3x 0zl Wiy ig, ... in oo

4m

IN

5™ 1

384m 8

I ! ,m.aw4 Ti izyeeesin [l 00
J1 Im

5m

384™ 8

aim 3

H Ozt ... -0zt
1 Im 215225520 —1,%
s.t.{z1,22,.,2n—1}U{z}
:{7'1 77:27"'7in}

4m

86

= 384m

11
é9*||ax

2.

2En—1,%

Zn_ 1}U{Z}

. -8x?m
21,225
s.t.{z1,22,...

={i1,i2,...

5
0x8

d is the truncation error of the finite difference stencil in

.x can be expressed as the truncation error of the semi-discrete and fully

UZ1,22,~-,Zn—1;Z||oo

Wzy,22,..20—1 ||OO

The sum has n terms and we recursively repeat this procedure n — 1 times until we can

conclude the final result in the last step

n
5™ 1 atm o8 =1
< 384m gn—1 90” 1 ||<9x ...-0z? (n o 1)' Z oz -...-0x0 ..-0x8 wk”oo
Jm i1 iy #k in
k=1
n
5mM 1 4m 8671
= 384™ 8™ 90" 1 ”ax L0z (n—1)! 0x8 -...-0x8 Tielloo
Im 11 n
k=1
5m 1 84m+6n
< 335 g oo 1! Hax 02T 0zl 0a? oo
Jm 1
5™ 1
< 35gm 0 90% n!K.

(5.3)

Here we see that u € Cﬁ(w’”"lo)(ﬁ) has to be satisfied to ensure a bounded error.
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Lemma 3. Letu € CSO"“’IO)(Q) be the solution to the Poisson equation and let u;, denote

its finite difference solution of order four on the grid Qy with step sizes h = (hi, ..., hq).
Using tensor product interpolation P with univariate cubic spline interpolation in each
coordinate direction, then the interpolation of the pointwise error for all x € Q and the
discrete grid §y, is

d
(Plug, —up))(@) =3 > hj b Bir g (@5 By oy By,
m:1 {j17"'7jm}
C{Lay

where

|ﬂj17---7jm(x; hju ""hjm)‘ < KOy

form=1,....,d and constant C,, € R.

Proof. Interpolation of the pointwise error gives

d
(Plug, —un)) (@)= > b - b (Pwjy Qi gy b)) (), (5.4)

m=1{j1,....jm}
C{1,...d}

d
+ Z Z h?l Caeet h?anl R...Q Rlnwjl,_”jm(ac; hjl? ceey hjm)'
n=1 {ll,...,ln}
c{1,....d}

Condensing all terms in (5.4), which have the same leading step sizes, we define

hill et h?kﬁll,m,lk (1‘; hll, ceey hlk> =

4 4 4 4 o h . .
Z E: hi oo Riy @ .. ® Ry, by - By wyy g (@ hyy s hy,)
mnEN  {it,osim JU{j1, e in }
s.t.mn<k ={l1,...,lx}
k<m+n

+ h?l S h?k Wiy, s (.CC; hl17 ey hlk)‘
We already know that it holds (cf. (5.3))

|Ri, ® ... ® Ripwjy . jnlloc < 5oqm ! 87907 " K.

k

The inner sum has (m

)(n_(zn_m)) elements and we obtain the estimate

1B ailloo S K D7 (8) (o) s 877907 + KEI87F907F =2 K

m,neN
s.t.m,n<k
k<m+n

Table 1 states the constants C), for the S functions in Lemma 3 for m =1, ..., 4.
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m | 1 2 3 4
Cim | 0.0014  4.0599e-5 8.8699e-7 1.7416e-8

Table 1: Bounds in Lemma 3 for different choices of m.

Theorem 1. Letu € C’go""’w) (Q) be the solution to the Poisson equation and let up, denote

its finite difference solution of order four on the grid Qy with step sizes h = (hi, ..., hq).
Using tensor product interpolation P with univariate cubic spline interpolation in each
coordinate direction, then the error between the analytical solution and the interpolation of
the finite difference solution is

d
u(@) — (Pup)(@) =Y > Bl b g (@5 gy s Ry,
m=1 {.7177.7m}
C{L o dy
where ||Vj,,....jm oo < (32% +Cp)K form=1,..,d.

Proof. The error can be rewritten as

u(z) — (Pup)(x) = u(x) — (Pugh)(:c) + (P(’LLQh — uh))(x) .
I I

The proof immediately follows from Lemma 1 (I) and Lemma 3 (II) and by definition of
Vityeosdm = Bitregm = ity N
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6 Numerical Experiments

We apply the high order combination technique to the Poisson equation to illustrate the
theoretical considerations of the previous sections. The Poisson equation is given by

Au= fon Q=(0,1)
u = g on 0f2,

and will be solved for several choices of g. In order to discretize the derivatives we use a
standard fourth order scheme in each dimension z =1,...,d
87{1;12 = Th? (—Uj+2 + 16Uj+1 — 30’[,1,] + 16Uj_1 — Uj_g) + O(hl),

for each node u;. At points close to the boundary this five point stencil causes problems
since grid points from outside the domain are involved. A standard approach is to use
second order stencil of the form

OPu; 1 9

a2 = 77 (e = 2uj + ujm1) + O(hy)

7 7

near the boundary. Thus lowering the order of consistency from four to two. We also want
to test a different approach and apply polynomial extrapolation. Therefore we consider
the grid in one dimension as a sequence of n + 1 points xg, x1, ..., T, and the unknowns at
the corresponding grid points as ug, U1, ..., 4. Then we can construct a polynomial PT,
which interpolates the first m + 1 data points (g, uo), (z1,u1), ..o, (Tm, Um) via

with Lagrange basis functions

The polynomial P~, which interpolates the last m + 1 points (zp, un), (Tn—1,Un—1), .,
(Tp—m, Un—m) can be constructed in an analogue manner. The value of a ghost point
(—h,u—1), (1+ h,unt1) can be computed by extrapolation of P, P~ respectively

U—_1 = P+(1‘_1> = P+(—h)
Unp1 = P (Tns1) = P~(1+h).

Table 2 shows the coeflicients of the involved unknowns u; for different choices of m. To
quote an example: we want to compute u_; with the help of a cubic polynomial. The first
line in the table (m = 3) states u_; = 4dup — 6u; + 4ug — 4us. Hence we can replace the
ghost point by a linear combination of unknowns. Please note that in the case of m = 3,
the resulting finite difference stencil coincides with the second order stencil.

In the combination technique the PDE is solved on a sequence of anisotropic grids. If the
number of grid points in one of the dimensions is lower than the number of needed grid
nodes of the extrapolation technique, it cannot be applied.

14



m | Uy/p Ul/p—1 U2/p—2 U3/p—-3 Ug/n—4 Us/n—5 UG/n—6
3 | 4 -6 4 -4

4 15 -10 10 -5 1

5 |6 -15 20 -15 6 -1

6 |7 -21 35 -35 21 -7 1

Table 2: Coefficients in the polynomial extrapolation

m 1 2
# grid points | 2 3
minimal level | 0 1

DO W= O
DO O W~
W | S| Ut
W |

Table 3: Extrapolation and needed level

Table 3 states the possible extrapolation technique for different levels. In the case of m = 2,
three grid points are needed to uniquely define and to extrapolate a quadratic polynomial.
Hence a level of one is sufficient, since the grid then consists of three points. Since we are
interested in the error on the whole grid we define the error of our numerical approximation
with help of the maximum-norm

o0

en

= [lug = Riulloo,

where R restricts the analytical solution to the sparse grid at level n.

6.1 Experiment 1

As a first test example we consider a smooth function v € C*°(€2). Furthermore we want
to neglect any perturbations, which are introduced by the discretization near the boundary
of the domain. Thus we choose a solution that vanishes at the boundary

d
u(z) = Hsin(mci).
i=1

Please note that here also all mixed even derivatives vanish for x € 9. The function f is
then given by f(r) = —dr?u(x).

In Figure 3 we compare the errors of the combined solution for different choices of m and
d = 2. If the number of grid points needed for extrapolation exceeds the available number
of grid points in one of the coordinate directions, we choose a maximal m according to
Table 3 in this direction. Figure 4 shows the convergence in the case of m = 6 in two,
three and four spatial dimensions. Both plots reveal that the extrapolation technique has
no strong influence on the order of convergence for this test problem. Since the solution
and its mixed even derivatives vanish at the boundary this observation is not surprising.

6.2 Experiment 2

As the second test case, we want to evaluate the influence of the extrapolation techniques.
We have already seen in the first example that the order of convergence of the sparse grid
solution is not deteriorated if the solution and its mixed even derivatives vanish at the
boundary. In order to show what happens for non vanishing solutions and derivatives we

15
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Figure 3: Convergence for different choices of m and d = 2 (Exp.1).
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Figure 4: Convergence for m = 6 and d = 2,3,4 (Exp.1).
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consider a function, which was used by Reisinger (2012):

d
u(z) = exp (—% Z(xz _pi)2> ;

=1

where p; = 0.2208, p2 = 0.2907, p3 = 0.2805 and ps = 0.2703. Hence we have f(x) =
d
Sy [(pi — 2i)? — 1] u(x).

In Figure 5 the effect of extrapolation with polynomials of order four, five and six is
compared. The higher order leads to a better rate of convergence. However the theoretical
order cannot be reached. This observation can be explained by the usage of second order
finite difference stencils if the level is equal to one in a coordinate direction and since we
cannot apply high order extrapolation in the case of one level being equal to two. Therefore
we neglect these grids in our combination technique, which leads to the following slightly
modified version

uz‘v’“:@—n%dl) Y w).

[tli=n+(d—1)—q

min{l;,i=1,..,d} >k

The case k = 0 coincides with the standard combination technique, which can be found in
the literature, e.g. Bungartz & Griebel (2004),Griebel et al. (1992). Since for this technique
also the lower order terms cancel out, one can derive the same order of pointwise conver-
gence, expect for the leading coefficients, than for the standard combination technique.

10_3 [ O m:4 |
— Regression m=4
5| x m:5 T N
10 Regression m=5 5
e m=>6 T
8®q 107+ |----Regression m=6 _ '/'. 7 -
<~ O(h4 logy(h; 1))

1079 ]
o
x -~ @
10—11 = o //; |
s | L1l L
1074 1073 1072 1071 10°

Figure 5: Convergence for different choices of m and d = 2 (Exp.2).

Figure 6 shows the improvement of the rate of convergence if coarse grids are dropped. In
the case of kK = 1 a fourth order extrapolation polynomial can be used at the boundaries
on all sub-grids, whereas for kK = 2 we can apply sixth order extrapolation on all grids.

In Figure 7 the error in the maximum-norm for m = 6, k = 2 for the two, three and
four dimensional Poisson problem is plotted. The rate of convergence is in line with the
theoretical considerations of the previous sections.
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Figure 6: Convergence for m = 4,5,6 and d = 2.
(A): All grids with level one removed.
(B): All grids with level smaller or equal to two removed (Exp.2).
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Figure 7: Convergence for sparse grid solution (m = 6, min{l;} > 2) in the two, three and four
dimensional case (Exp.2).
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7 Conclusion

In this paper we have introduced a tensor product based interpolation technique for the
combination technique. The high order case with fourth order finite difference stencils
and cubic spline interpolation has been investigated in detail for the Poisson problem.
Therefore we derived the splitting structure of the interpolation of the pointwise error of
the finite difference solution. It turned out that the high order of the discrete solution
can be preserved if tensor product interpolation of the same order is used to combine the
solutions within the combination technique.

In the case of sufficiently smooth solutions, which vanish at the boundary, the numerical
experiments directly validated our theoretical results. For solutions with non homogeneous
Dirichlet data the experiments revealed some deterioration coming from coarse grids, where
no high order solutions can be be computed. These problems could be cured with the help
of high order extrapolation at the boundary to some extent or by neglecting those coarse
grids in the combination technique.

In a next step we want to extend this framework to parabolic equations from computational
finance. Here a lot of high dimensional problems arise: such as basket options, fx options
or carbon emission allowances (Hendricks & Ehrhardt (2014)). We want to investigate in
how far the often non smooth payoff deteriorates the numerical order of convergence if high
order schemes are applied.
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