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1 Introduction

Large integrated electrical networks are usually build up by numerous cou-
pled subcircuits of different functionality. These subcircuits are modelled in-
dependently and composed to one macro system by connecting them at the
respective terminals, i. e. each pair of connected terminal nodes merge to one
node (see Fig. 1, left).

From a modelling point of view, this procedure can be described by intro-
ducing virtual voltage sources at the boundary nodes (see Fig. 1, right). This
approach preserves the macro circuits block structure and produces additional
variables: branch currents u through the coupling voltage sources. These cur-
rents are determined by the property, that the node potentials of each pair of
connected boundary nodes have to coincide.

Regarding r subcircuits, r differential-algebraic systems, coupled by alge-
braic equations arise:

Fλ(xλ,
d

dt
wλ(xλ), u, t) = 0, (λ = 1, . . . , r) (1a)

G(x1, . . . , xr) = 0, (1b)

where xλ describes the node potentials and currents and wλ the charges and
fluxes of the λ−th subcircuit and u the coupling currents.

As the subcircuits constitute different functional units, the macro sys-
tem often shows multirate behaviour, i. e. the subcircuits behave on different
timescales. Thus multirate methods can be applied, that integrate subsystems

?This work is part of the project “Partielle Differential-Algebraische Multiskalen-
systeme für die Numerische Simulation von Hochfrequenz-Schaltungen” (No. 03GU-
NAVN), which is founded by the BMBF program “Multiskalensysteme in Mikro- und
Optoelektronik ”.

1The author is indebted to Infineon Technologies München, and especially to
Drs. Feldmann and Schultz, for supporting his PhD project.
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showing different transient behaviour with different stepsizes adjusted to each
subcircuits activity level.
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Fig. 1. Coupling: technical and modelling point of view

2 Partitioned Network

Coupled problems that can be described by the abstract model (1a, 1b) also
occur in other applications (e. g. multi-body physics). To set up numerical
methods that are adapted to simulating electrical networks, a closer look at
their special properties is required.

2.1 Network Equations

For circuits that are designed in the described manner, charge oriented mod-
ified nodal analysis (MNA) yields network equations of the following form:

0 = ACλ
q̇λ + ARλ

rλ(At
Rλ

eλ, t) + ALλ
Lλ

+ AVλ
Vλ

+

+AIλ
ıλ(t) + Auλ

u , (2a)

0 = φ̇λ −At
Lλ

eλ, (2b)
0 = At

Vλ
eλ − vλ(t), (2c)

0 = qλ − qCλ
(At

Cλ
eλ, t), (2d)

0 = φλ − ϕLλ
(Lλ

, t) (2e)

for the λ−th subcircuit (λ = 1, . . . , r) and the overall coupling equation

0 =
r∑

λ=1

At
uλ
· eλ. (3)

Here (2a) constitutes the current balance for each node with the element
related currents through capacitances, resistances, inductances, voltage and
current sources assembled by the incidence matrices ACλ

, ARλ
, ALλ

, AVλ
, AIλ

.
The additional (boxed) term Auλ

u reflects the coupling currents to adjoined
subcircuits, i. e. through the virtual voltage sources. The appropriate incidence
matrix Auλ

filters out the adequate boundary nodes.
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The flux–node potential correlation (2b),the node – source voltage depen-
dency (2c) and the charge and flux defining equations (2d,2e) are not affected
by coupling to other subcircuits, as the information exchange is done solely
via coupling currents.

The linear coupling equation (3) states, that the potentials at the boundary
nodes of connected subcircuits have to coincide.

2.2 Index properties

The overall system (1a,1b) is made up of r subsystems – each with inner
variables xλ (λ = 1, . . . , r) – that are coupled by one equation and one variable
u respectively. Hence, several index-1 conditions are assumed to be fulfilled,
according to the subsystems and the overall system:

(C1) The overall system (1a,1b) has index 1 (with respect to x1, . . . , xr, u).
(C2) All systems (1a) define index-1 systems with respect to xλ (and u given

as input).
(C3) For all λ ∈ {1, . . . , r}, the overall system (1a,1b) has index-1 with

respect to xλ and u (and xi,∀i 6= λ given as input).

Remark 1. The condition (C3) concerns the index-1 property of the system
Fi = 0,G = 0 and is not implied by (C1) and (C2) in general.

Topological Conditions

In analogy to the procedure described in [6], topological conditions to guaran-
tee the index conditions (C1)-(C3) can be derived. Therefor (1a,1b) is trans-
formed into the semi-explicit systems for λ = 1, . . . , r

ẏλ(t) = fλ(zλ, u, t),
0 = hλ(yλ, zλ, u, t)

(4a)

coupled by the algebraic equation

0 = g(z1, . . . , zr) (4b)

where zλ identifies the node potentials and inner currents and yλ defines the
charges and fluxes (see also [2]).

3 Multirate Methods

The basic idea of multirate methods is to prevent parts to be integrated more
often than necessary to guarantee given error tolerances. This is done by using
different stepsizes that are suitable for the different levels of activity at each



4 Michael Striebel and Michael Günther

time. In the case of problems that are already given in the form of coupled
subsystems like (1a,1b) it is convenient to assume, that these subsystems have
no intrinsic multirate potential.

Remark 2. Multirate methods have to interweave approximations working on
different time grids. This causes an overhead that has to be outbalanced by
the reduction of computational costs for the discretisation of the less active
(latent) parts. Hence systems showing multirate behaviour are said to have
multirate potential if the different timescales are widley seperated, the latent
parts are larger than the active ones and the coupling amongst subsystems
representing different activity levels is weak.

3.1 Multirate schemes for ODE systems

The concept of onestep multirate methods can be described with a system of
two coupled ODEs:

ẏL = fL(yL, yA), yL(t0) = yL,0, (5a)
ẏA = fA(yL, yA), yA(t0) = yA,0. (5b)

The idea is to compute one macrostep of the latent part (subscript L) with
the stepsize HL, i. e. get an approximation yL,1 ≈ yL(t0 +Hl) and to perform
q microsteps with stepsizes HA,µ(µ = 1, . . . , q) for the active part (see Fig.
2). In its most general way this procedure can be defined as follows:

yL,1 = yL,0 +
sL∑

i=1

bL
i · kL

i ,

yA,µ = yA,µ−1 +
sA∑

i=1

bA
i · kA,µ

i (µ = 1, . . . , q),

kL
i = ΦL(hl; yL,0, Y

A
i , kL

1 , . . . , kL
sL

) (i = 1, . . . , sL),

kA,µ
i = ΦA(ha,µ; yA,µ−1, Y

L,µ
i , kA,µ

1 , . . . , kA,µ
sA

) (i = 1, . . . , sA),

where Φ∗ denotes an s∗ stage IRK or ROW scheme with coefficients
α∗, β∗, γ∗, ν∗ (* ∈ {L,A}).

...
t0 t0 +HA,1 t0 +HL

Fig. 2. Macro- and microsteps
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As the subsystems are coupled, the computation of the weights for each
part depends on information on the other one at some supporting timepoints:

Y A
i ≈ yA(t0 + αL

i HL) (i = 1, . . . , sL), (6a)

Y L,µ
i ≈ yL(t0 +

µ−1∑
ν=1

HA,ν + αA
i HA,µ) (i = 1, . . . , sA;µ = 1, . . . , q). (6b)

There are different strategies to compute these values. Explicitly done
extra-/interpolation [4] destroyes the onestep character of the method. Gen-
eralised multirate [5] a RK-based method calculates Y L,µ

i and Y A
i in RK-like

manner using the stage increments kL
i , kA,µ

i . Mixed multirate [1], ROW-based,
builds up on generalised multirate. It decomposes the computation of one
macrostep with its inner microstep to a so-called “compound step” and “later
microsteps”. For the former the incremental formulation of generalise multi-
rate is used. In the latter dense-output is used for the coupling.

3.2 Mixed multirate scheme for coupled index-1 DAE systems

To get a mixed multirate scheme for coupled index-1 DAE systems of semi-
explicit form (see (4a,4b) with r = 2),

ẏL = fL(zL, u)
0 = hL(yL, zL, u)

ẏA = fA(zA, u)
0 = hA(yA, zA, u)

0 = g(zL, zA),

(7)

it is natural to assume the coupling variable u (defined by 0 = g) to behave
latent like yL and zL. With the index assumption (C3) [ẏL = fL, 0 = hL, 0 = g]
is an index-1 system with respect to zL, u and [ẏA = fA, 0 = hA] is of index 1
with respect to zA if (C2) holds.

The mixed multirate ansatz for ODEs can be brought forward to the cou-
pled semi-explicit problem (7). The compound steps regulations read :




yL,1

zL,1

u1


 =




yL,0

zL,0

u0


 + bt

L




lL
kL

p


,

(
yA,1

zA,1

)
=

(
yA,0

zA,0

)
+ bt

A

(
lA
kA

)
(8a)

with weights bλ := (bλ
1 , . . . , bλ

s )t and increments lλi , kλ
i , pi defined by




blkdiag





 Iyλ

−Hλγ(λ) ∂fλ

∂zλ

−γ(λ) ∂hλ

∂yλ
−γ(λ) ∂hλ

∂zλ




λ=L,A




−HLγ(L) ∂fL

∂u

−γ(L) ∂hA

∂u

− 1
m · HAν(A,L) ∂fA

∂u

− 1
m · ν(A,L) ∂hA

∂u

−γ(L) ∂g
∂z1

−m · ν(L,A) ∂g
∂z2
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·




lL,i

kL,i

lA,i

kA,i

pi




= Rhs(m,HL,HA; lL, kL, lA, kA, p) (i = 1, . . . , s) (8b)

with stepsizeratio m := HL

HA

Remark 3. In the later microsteps it remains, to solve the system [ẏA = fa, 0 =
ha] with respect to yA, zA and u(t) entering the right-hand-side via dense
output: u(t0 + ξ · HL) ≈ u0 +

∑s
i=1 bL,i(ξ) · pi with ξ ∈ (0, 1)

Mixed multirate for coupled network (2a-e,3)

The coupled network equations (2a-e,3) are transfered to the semi-explicit
formulation (4a,4b). With fixed projectors QCλ

, QV−Cλ
, the variables of both

formulations identify each other via linear operators ϑ̂λ, ϑλ where :

zλ = ϑ̂λ((et
λ, t

Lλ
, t

Vλ
)t)

= ϑ̂ ◦ ϑ(zλ)

(et
λ, t

Lλ
, t

Vλ
)t = ϑ(zλ)

= ϑ ◦ ϑ̂((et
λ, t

Lλ
, t

Vλ
)t).

(9)

The semi-explicit problem (4a,4b) and its associated method (8a,8b) is
suitable to derive order conditions to get adequate coefficients, such that
‖err(se)λ ‖ = O(Hp+1

λ )†.
As the transformation between the two formulations is not invertible, it

is not possible to carry forward the attained method to a method that draws
directly on the coupled network. To obtain such “network-regulations” with
demanded accuracy (‖err(mna)

λ ‖ = O(Hp+1
λ ))† in terms of node voltages and

currents (e, L, V ) however, there is another way:

• Based upon the idea of (8a,8b) regulations with an (undefined) coefficient
set can be deduced from the network formulation (2a-e,3).

• The same transformation that carries over the network formulation to the
semi-explicit one, applied to the above regulations yields instructions that
coincide with (8a,8b).

• Regarding (9), it holds that ‖err(mna)
λ ‖ ≤ ‖ϑ‖ · ‖err(se)λ ‖ for the same coef-

ficientset. Hence, if a coefficientset is chosen properly for the semi-explicit
formulation, it is also suitable for the network formulation.

Finally a Block-Gaussian elimination and some linear transformation allow
to eliminate the charges and fluxes qλ, φλ. This guarantees charge- and flux-
conservation and enables error-check and stepsize control based directly on
the node potentials and currents (eλ, Lλ

, Vλ
) (see also [3]).

†err?
λ denotes the local error after one step for the λ-th subsystem
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4 Hierarchical mixed multirate

The already known multirate schemes deal with two different levels of activity.
However coupled problems like (1a,1b) need n-level-multirate schemes‡ with
stepsizes H1 > . . . > Hn. Transfering the 2-level-mixed multirate to n-level-
schemes in a straight forward way produces a bunch of coupling coefficients.
Hierarchical mixed multirate is a new approach in dealing with an arbitrary
amount of activity levels and still limits the amount of coupling-factors. The
main idea is to nest compound steps and later micro-steps in a way, that at
each time merely a two-level multirate scheme is engaged: (see Fig. 3)

(i) Group remaining subsystems in terms of activity level. This yields ki

virtual blocks consisting of subsystems showing similar behaviour. If ki =
1 employ later micro steps – the coupling to other subsystems/blocks is
given by dense output – until endpoint is reached, skip to (iv).

(ii) Build up a sorted stack (top down, decreasing stepsizes). Apply a com-
pound step with the stacks top as latent block and its associated stepsize
and all the other blocks combined to one as active block with the step-
size associated to the stacks bottom. The coupling to already integrated
subsystems is given by dense output.

(iii) Remove the stacks top. The new endpoint is the one reached by the
macrostep. Skip to (i).

(iv) Enlarge the set of remainig subsystems by the ones that produced the last
endpoint. If the endpoint is the endpoint of integration as demanded it is
finished. Else forget the endpoint and skip to (i).

({1}+{2,3}) ({2}+{3})←[1] ({3})←[1,2]

({2}+{3})←[1] ({3})←[1,2]

Fig. 3. Hierarchical mixed multirate for three blocks

‡n ≤ r as some subsystems may show the same activity level.



8 Michael Striebel and Michael Günther

Numerical Tests

A first hierarchical multirate-method of order 2 has recently been implemented
in MATLAB. It can deal with an arbitrary amount of subcircuits with grouping
them in terms of activity levels.

First testruns were done with a three-block circuit (with 3/5/3 nodes)
“behaving like” sin(ωt) with ω = 1, 10, 100 respectively. This yields promising
results (see Table 1) as the mid-latent and latent block are calculated ten and
hundred times less than in a corresponding singlerate.

Table 1. absolute distance multirate (0.1, 0.01, 0.001) to singlerate (0.001)

4 · 10−13 1 · 10−2 4 · 10−11

1 · 10−3 1 · 10−6 1 · 10−8

2 · 10−3 1 · 10−2 1 · 10−3

3 · 10−3

5 · 10−3

5 Conclusions

A multirate scheme for circuit simulation that can deal with an arbitrary
amount of subsystems has been derived. Now numerical tests have to be done
with industry related examples. Furthermore the order of the method has to
be enlarged to order three introducing adapted B-series and a stepsizecontrol
adapted to coupled problems has to be derived.
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