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Analysis of the Contraction Condition in the
Co-Simulation of a Specific Electric Circuit

Kai Gausling and Andreas Bartel

Abstract The convergence for a co-simulation method is commonly based on an
error recursion. Usually the contraction condition itself is obtained by some esti-
mations (standard theory). This paper takes a closer look at the coupling structure
of co-simulation model for a simple electric circuit. It is shown that with standard
theory for our example no contraction could be inferred. However, co-simulation
converges. By a detailed analysis, we can prove convergence in this case.

1 Introduction

Co-simulation is an important method for coupled systems in time domain. In par-
ticular, if the monolithic description of a dynamic system is not feasible and/or
dedicated simulation tools for the subsystems are available, then it is a relevant
option. In practice co-simulation is frequently applied to electrical circuits. Semi-
nal approaches in this field were already specified in [6]. Furthermore this simu-
lation methodology is capable of multirate, multimethod, multiorder (and so on).
However, convergence can only be achieved by solving multiple times the subsys-
tems. To enhance convergence, the whole simulation time is split into time win-
dows. Co-simulation applied to coupled ordinary differential equations (ODEs) al-
ways convergences [4]. This is not the case for coupled differential-algebraic equa-
tions (DAEs). There convergence can only be guranteed if a contraction condition
is fulfilled, see e.g. [1]. It can be shown that the convergence and stability of co-
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2 Kai Gausling and Andreas Bartel

simulation is directly influenced by the order of computation and by the coupling
interface, see e.g. [3].

In fact, a co-simulation computes the solutions of the coupled subsystems sepa-
rately on windows [Tn,Tn +H]. We follow the Gauss-Seidel approach. Let (k) de-
note the current iteration, also old iterates (k−1) are involved. Such a co-simulation
scheme can be encode by splitting functions F,G:

ẏ= f(y,z) ↔ ˙̃y= F
(

ỹ(k), z̃(k), ỹ(k−1), z̃(k−1)
)

0= g(y,z) 0= G
(

ỹ(k), z̃(k), ỹ(k−1), z̃(k−1)
)

Then the contraction condition reads:

α := ‖G−1
z(k)

Gz(k−1)‖2 < 1, (1)

where Gz(k) , Gz(k−1) denote partials Jacobians of G, see e.g. [1], [2].
Our paper is outlined as follows: We consider a linear test system, where the stan-

dard contraction condition (1) is not fulfilled. In a numerical treatment, we observe
convergence. Then convergence for this test case is proven by an exact fine structure
analysis. Finally, we discuss the connection of both types analysis.

2 Circuit Modeling and Test Circuit

Classically, a mathematical model for an electric network can be obtained via mod-
ified nodal analysis, see e.g. [5]. This gives a DAE:

Eẋ+Ax = f(t),

where E contains the dynamic components, A static components and f time de-
pended sources. The unknowns x are the node voltages and some branch currents.

We investigate the simple RL circuits depicted in Fig. 1. Modified nodal analysis
yields an index-1 DAE. By applying the strategy of source coupling (see e.g. [2]),

Uin(t)

Iin

L
IL

R

U0

U1 U2

Fig. 1 RL circuit applied by supply voltage Uin(t) (reference model).
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Contraction Condition in Co-Simulation 3

we can model this circuit as two coupled networks as given in Fig. 2. This example
serves as our test case for co-simulation. Notice that the monolithic circuit (Fig. 1) is
almost the same as the subsystem 2 (Fig. 2). This is due to the fact that we aimed at
an example as simple as possible. This makes our model rather academic, however
it shows the divergence between analysis and application of co-simulation, which
we want to highlight. Now, the two subsystems for our co-simulation read:

Uin(t)

I(k,k−1)
in

ICo(t)

U (k,k−1)
Co

I(k−1,k)
Co

UCo(t)

I(k−1,k)
Co

L I(k,k−1)
L

R

U0

U (k,k−1)
Co U (k,k−1)

1 U (k,k−1)
2

Fig. 2 Decoupled RL network using source-coupling in a co-simulation of Gauss-Seidel type.
The first/second notation index denotes the old and new differential and algebraic variables for
subsystem 1/ subsystem 2 first.

Subsystem 1: 0 =

(
0 1
−1 0

)(
UCo
Iin

)
−
(
−ICo(t)
−Uin(t)

)
,

Subsystem 2: 0 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 L




U̇1
U̇2
İCo
İL

+


0 0 1 1
0 G 0 −1
−1 0 0 0
−1 1 0 0




U1
U2
ICo
IL

−


0
0

−UCo(t)
0

 ,

(2)

with inductance L, conductance G = 1/R, given voltage source Uin = Uin(t), un-
known node potentials U1, U2, UCo and unknown currents Iin, IL, ICo. UCo and ICo
are additional variables needed for the source coupling. The application of a Gauss-
Seidel type of co-simulation demands to choose a system, which is computed first.

3 Standard Abstract Co-simulation Analysis

Next we use standard theory [1, 2] to analyze the coupled system (2). To this end,
we generalize the system (2) to the following semi-explicit form:

0 = g1(z1,z2), ẏ2 = f2(y2,z2), 0 = g2(z1,y2,z2), (3)

where subsystem 1 (subindex ’1’) is merely a system of linear equations and sub-
system 2 is a DAE. The variables of the subsystems are

z1 :=
[
UCo, Iin

]T
, y2 := IL, z2 :=

[
U1, U2, ICo

]T
.
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4 Kai Gausling and Andreas Bartel

Since ∂gi/∂zi are not singular in (2), the subsystems and the overall system are
index-1. Thus yi defines the differential and zi the algebraic components. Notice,
the semi-explicit form (3) encodes, which type of variables occur in the submodels.

Now, we start co-simulation with the subsystem 1 first and obtain the correspond-
ing splitting functions:

F(y(k),y(k−1),z(k),z(k−1)) :=
[
f2(0,0,y

(k)
2 ,z(k)2 )

]
,

G(y(k),y(k−1),z(k),z(k−1)) :=

[
g1(0,z

(k)
1 ,0,z(k−1)

2 )

g2(0,z
(k)
1 ,y(k)2 ,z(k)2 )

]
.

(4)

Notice the old algebraic iterate z(k−1)
2 (I(k−1)

Co ) enters algebraic equations. The re-
versed computational order gives us the splitting functions (subsystem 2 first):

F(y(k),y(k−1),z(k),z(k−1)) :=
[
f2(0,0,y

(k)
2 ,z(k)2 )

]
,

G(y(k),y(k−1),z(k),z(k−1)) :=

[
g1(0,z

(k)
1 ,0,z(k)2 )

g2(0,z
(k−1)
1 ,y(k)2 ,z(k)2 )

]
.

(5)

Also here depends an algebraic constraint on old algebraic iterates (subsystem 2
depends on z(k−1)

1 , i.e., U (k−1)
Co ). Thus the contraction factor α does not vanish for

both pairs of splitting functions (4) and (5). Consequently, stability and contrac-
tion cannot be guaranty without previously estimated contraction factor α . There-
fore we calculate the matrices G−1

z(k)
,Gz(k−1) needed in (1). Splitting the Jacobian of

G(y(k),y(k−1),z(k),z(k−1)) into parts of Gy(k) ,Gy(k−1) ,Gz(k) and Gz(k−1) , we obtain:

Subsystem 1 first: Gz(k) =


0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 G 0 0 0
−1 0 1 0 0

⇒G−1
z(k)

=


0 1 0 0 −1
0 0 0 R 0
0 1 0 0 0
0 0 1 0 0
1 0 0 0 0

 , Gz(k−1) =


1
0
0
0
0

 ,

Subsystem 2 first: Gz(k) =


0 0 0 1 1
0 0 1 0 0
0 0 0 1 0
0 G 0 0 0
−1 0 0 0 0

⇒G−1
z(k)

=


0 0 0 0 −1
0 0 0 R 0
0 1 0 0 0
0 0 1 0 0
1 0 −1 0 0

 , Gz(k−1) =


0
0
0
0
1

 .

Thus we obtain for the contraction conditions for both splitting schemes:

Subsystem 1 first : ‖G−1
z(k)

Gz(k−1)‖2 = ‖
(
0 0 0 0 1

)T ‖2 = 1,

Subsystem 2 first : ‖G−1
z(k)

Gz(k−1)‖2 = ‖
(
−1 0 0 0 0

)T ‖2 = 1,
(6)

i.e., stability and contraction cannot be inferred for our co-simulation model directly
by using standard theory. Notice that standard theory gives only a rough inside into
the co-simulation.
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Contraction Condition in Co-Simulation 5

4 Numerical Results

Now we analyze the above RL circuit numerically using MATLAB R©1. For this
purpose, we employ the following parameters: resistance R = 10kΩ , inductance
L = 1mH, and capacitance C = 1nF. The circuit is operated by a supply voltage
Uin(t) = 1V · cos(ωt) with an angular frequency ω = 2π ·5 ·103 Hz.

To investigate contraction and convergency, a co-simulation is studied in one time
window [t0, t0+H] with t0 = 0.4 ms and time window size H = 10−4 s. The accuracy
of the solutions on the n-th time window after k iterations X̃(k)

(t) is measured by
comparing with a reference solution Xm(t) computed by a monolithic simulation:
∆
(k)
n (t) = Xm(t)− X̃(k)

c (t), δ
(k)
n := ‖∆ (k)

n ‖2. For both splitting schemes (4) and (5),
a constant extrapolation of the initial value is employed for the initial guess X̃(0)

(t)
on time window H is used. This is the most common choice for an initial guess.

Fig. 3 shows convergence and contraction for both splitting schemes (4) and (5).
Thus we have convergence even so the estimate (6) does not indicate this behavior.
Additionally, we observe two different convergency orders. For subsystem 1 first,

10−16 10−14 10−12 10−10 10−810−16

10−10

10−4

O(H2)

O(H)

Time Window Size H [s]

L 2
E

rr
or

2 4 6 8 1010−6

10−3

100

Number of iterations

L 2
E

rr
or

Sub. 1 first
Sub. 2 first

Fig. 3 Convergence and contraction of co-simulation applied to the test circuit in Fig. 2. Solid lines
indicate subsystem 1 first. Left: L2 error versus window size H for one iteration and one window.
Right: L2 error versus the total number of iterations.

we get order O(H), whereas for subsystem 2 first O(H2) is achieved. This can be
explained as follows: Constant extrapolation produces an error of O(H). For sub-
system 1 first, the coupling parameter ICo is constantly extrapolated. Since system
1 is just an algebraic equation, their is no improvement during time integration.
For subsystem 2 first UCo is constantly extrapolated. This parameter is coupled to
the algebraic unknown U1. However, subsystem 2 has a dynamic element, which is
defined by the coupling current. This current is improved during time integration.

1 Version: MATLAB R2013a, http://www.mathworks.de.
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6 Kai Gausling and Andreas Bartel

5 Exact Fine Structure Error Propagation

For our test circuit Fig. 2, we aim at calculating a recursion matrix Ke explic-
itly for all unknowns in order to verify the above numerical results. To this end,
∆
(k)
X Xi := X (k)

i (t)− X̃ (k)
i (t) measures the difference of of two waveforms on the n-th

time window after k iterations. For simplicity of notation the index n is skipped.
We derive the fine structure recursion for our test circuit where the Gauss-Seidel

iteration begins with subsystem 1, see (4). For the algebraic variables we find from
(2) following the relations to old and new iterates by taking differences

∆
(k)
z1 Iin =−∆

(k−1)
z1 ICo, ∆

(k)
z1 UCo = ∆Uin = 0,

∆
(k)
z2 ICo =−∆

(k)
y2 IL, ∆

(k)
z2 U1 = ∆

(k)
z1 UCo = 0, ∆

(k)
z2 U2 =

1
G

∆
(k)
y2 IL.

(7)

Notice that U (k)
Co =Uin(t) means that there is no error in the coupling variable U (k)

Co .
From the differential equation for IL, we obtain

d
dt

(
∆
(k)
y2 IL

)
=

∆
(k)
z2 U1−∆

(k)
z2 U2

L
=

1
G ·L

∆
(k)
y2 IL

and thus we find for any t ∈ [Tn,Tn +H]

|∆ (k)
y2 IL(t)|= |∆ (k)

y2 IL(tn)| · e(t−tn)/(G·L) = |∆ (k−1)
y2 IL(tn)| · e(t−tn)/(G·L). (8)

Putting (7) and (8) together and using absolute values, we finally find the exact error
propagation (for subsystem 1 first):

|∆ (k)
y2 IL|
|∆ (k)

z1 Iin|
|∆ (k)

z1 UCo|
|∆ (k)

z2 ICo|
|∆ (k)

z2 U1|
|∆ (k)

z2 U2|


=



0 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

=Ke



|∆ (k−1)
y2 IL|
|∆ (k−1)

z1 Iin|
|∆ (k−1)

z1 UCo|
|∆ (k−1)

z2 ICo|
|∆ (k−1)

z2 U1|
|∆ (k−1)

z2 U2|


+e(t−tn)/(G·L)



1

0

0

1

0
1
G


|∆ (k−1)

y2 IL(tn)|.

(9)
Now, the spectral radius of the recursion matrix is zero ρ(Ke) = 0, since all eigen-
values are zero. Hence, Ke satisfies the contraction condition, i.e., ρ(Ke) < 1, for
splitting scheme (4). An analogous computation verifies contraction for the reversed
order of computation. Thus this analysis agrees with our numerical observation of
convergence.

Clearly, the relation to the standard theory is the lumping of differential and al-
gebraic components in the error recursion (9). Applying the maximum norm, we
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Contraction Condition in Co-Simulation 7

obtain the estimate[
|∆ (k)y|
|∆ (k)z|

]
≤K

[
|∆ (k−1)y|
|∆ (k−1)z|

]
+ γ :=

[
0 0
0 1

][
|∆ (k−1)y|
|∆ (k−1)z|

]
+

[
C
C

]
|∆ (k−1)y(tn)|,

with C = (1+ 1
G )e

(t−tn)/(G·L) and ρ(K) = 1. Thus without fine structure analysis,
the contraction disappears from the estimate even for our simple test circuit.

6 Conclusions

We have shown that standard co-simulation theory may not always detects conver-
gence. This holds apply already for a simple electrical circuits, which we have in-
vestigated. Therefore we analyzed our model by express the exact error propagation
(fine structure analysis) and proved stability and thus contraction for our example.
In fact convergence holds for both orders of computation.

Clearly, the information about stability and contraction disappeared during lump-
ing, which we have demonstrated for our example. It is a future aim to investigate
stability and contraction derived directly from the network structure and thus to
generalize convergence results from standard co-simulation theory.
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