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Abstract

For numerically solving fluid dynamics problems efficiently one is often facing
the problem that one has to confine the computational domain to a small
domain of interest introducing so-called non-reflecting boundary conditions
(NRBCs).
In this work we address the problem of supplying NRBCs in fluid simulations
in two space dimensions using the lattice Boltzmann method (LBM): so-
called characteristic boundary conditions are revisited and transferred to the
framework of lattice Boltzmann simulations.
Numerical tests show clearly that the unwanted unphysical reflections can
be reduced significantly by applying our newly developed methods. Hereby
the key idea is to transfer and generalize Thompson’s boundary conditions
originally developed for the nonlinear Euler equations of gas dynamics to
the setting of lattice Boltzmann methods. Finally, we give strong numerical
evidence that the proposed methods possess a long-time stability property.
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1. Introduction

For fluid simulations, the lattice Boltzmann method (LBM) has been proven
to be a quite flexible tool [1, 2, 3] Its ease of implementation and its appli-
cability to complex flows (including multicomponent flow, multiphase flow,
obstacles, complex physical interaction such as fluid structure interaction)
make this method extremely attractive for real-world simulations.
To enable an efficient numerical simulation, often a small bounded simulation
domain is needed. Such a situation is obtained by confining the domain
correspondingly. Thereby the physical boundaries are supplemented with
some additional, artificial boundaries, where numerical conditions have to be
assigned to the state variables. Ideally, these boundaries and these boundary
conditions shall have no influence on the simulation result, i.e., the interaction
of the artificial boundary with numerical quantities shall at least be below
the discretization error of the interior scheme. This is exactly the aim of
absorbing or non-reflecting boundary conditions (NRBCs).
Several studies have been made on NRBCs for direct solvers. Starting from
the pioneering work for absorbing boundary conditions for wave equations
by Engquist and Majda [4], characteristic boundary conditions (CBCs) in
the field of nonlinear hyperbolic equations were developed by Hedstrom [5]
and Thompson [6], which are non-reflecting. Kröner [7] derived approximate,
exact absorbing boundary conditions for the linear Euler equations. Poinsot
and Lele [8] derived NRBCs for the Navier-Stokes equations.
In a different fully discrete approach Wilson [9] and later Rowley and Colo-
nius [10] derived for the linear Euler equations the NRBCs directly for
the chosen numerical scheme. This approach has the advantage that these
discrete boundary conditions are already perfectly adapted to the interior
scheme resulting in higher accuracy and better stability properties compared
to the previous approaches. For a concise review article on absorbing bound-
ary conditions for hyperbolic systems we refer the interested reader to [11].
We remark that a closely related question is the construction of so-called far
field boundary conditions that are optimized to numerically approximate the
stationary solution of the hyperbolic systems, cf. [12].
Let us emphasize that the situation of NRBCs for the LBM is completely
different. Only few studies have been made on this subject, cf. [13] for
a comparison of different approaches in an aeroacoustic application. Re-
cently, Najafi-Yazdi and Mongeau [14] developed an absorbing layer bound-
ary condition, based on the perfectly matched layer (PML) concept. Sim-
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ilarly, Tekitek et al. [15], proposed a lattice Boltzmann scheme modeling
the PML of Bérenger. Another approach was used by Izquierdo and Fueyo
[16], who solved a system of differential equations and obtained a Dirichlet
condition with non-reflecting properties. Their procedure is an approximate
method to the Navier-Stokes characteristic boundary condition (NS-CBC) by
Poinsot and Lele [8]. This system contains only one dimensional information
at the artificial boundaries, so their condition can be seen as an implemen-
tation of simplified Thompson’s boundary conditions where higher spatial
derivatives are neglected. The aim of this work is to extend these known
CBCs by Thompson [6] and the LBM application [16] in two respects: (a)
inclusion of more spatial information (derivatives) at the artificial boundary
and (b) enable possibly smaller reflection rates.
To this end, this article is structured as follows. In Section 2 we present
a short introduction to the LBM and also explain briefly the construction
of a boundary condition within this framework. Section 3 is devoted to
a description of NRBCs. Here the conditions are described continuously
and are therefore formulated independent of the used numerical method.
Then, in Section 4 we explain how the boundary conditions of Section 3
are implemented within the fully discrete lattice Boltzmann context in two
dimensions. In the last section we present our numerical results of three test
cases for the NRBCs and finally we conclude.

2. The Lattice Boltzmann Method

The Boltzmann equation describes the evolution of the single particle distri-
bution function f(~x, ~ξ, t):

∂f(~x, ~ξ, t)

∂t
+ ~ξ · ∇f(~x, ~ξ, t) = Q(f),

in terms of the space coordinate ~x ∈ Rd, molecular velocity ~ξ ∈ Rd, time
t > 0 and collision term Q(f). From this microscopic description macroscopic
quantities like the mass density ρ and the fluid velocity ~u are obtained by
computing moments of f .
The LBM can be regarded as a special discretization of the Boltzmann equa-
tion [17], where the molecular velocity space ~ξ ∈ Rd is restricted to a finite
set of given velocities ~ci ∈ Rd, i = 0, . . . , nv. Next, for a given time step size
∆t the spatial discretization is obtained with the velocity set by ∆~x = ~ci∆t.
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That is, in the time period ∆t particles move from one lattice site ~x to a
neighboring site ~x + ∆~x. Commonly, in LBM the Boltzmann collision in-
tegral Q(f) is approximated by a relaxation towards the local equilibrium
f (eq). Here we use the popular BGK model [18], which is a single relaxation
time model. This approach yields the following lattice Boltzmann equation
[1]:

fi(~x+ ~ci∆t, t+ ∆t)− fi(~x, t) = −∆t

τ

[
fi(~x, t)− f (eq)

i (~x, t)
]
, (1)

which is an evolution equation for the discrete particle distribution fi (cor-
responding to ~ci). The right-hand side, with the free relaxation parameter
τ , is the discrete BGK-model for Q(f). The quantities fi(~x, t) are called
populations. In this work, we consider two space dimensions with 9 (nv = 8)
lattice velocities (D2Q9 model):

~c0 = ~0, ~ci = c

(
cos
(
π
2
(i− 1)

)
sin
(
π
2
(i− 1)

)) , i = 1, 2, 3, 4,

~cj = c

(√
2 cos

(
π
2
(j − 1

2
)
)

√
2 sin

(
π
2
(j − 1

2
)
)) , j = 5, 6, 7, 8.

Moreover, the local equilibrium f
(eq)
i is given by:

f
(eq)
i (~x, t)

= wiρ(~x, t)

[
1 +

3

c2
(~ci · ~u(~x, t)) +

9

2c4
(~ci · ~u(~x, t))2 − 3

2c2
|~u(~x, t)|2

]
(2)

with the weights w0 = 4/9, w1−4 = 1/9 and w5−8 = 1/36. The macroscopic
quantities mass density and fluid velocity are computed in each lattice point
by

ρ(~x, t) =
8∑
i=0

fi(~x, t), ~u(~x, t) =
1

ρ(~x, t)

8∑
i=1

~cifi(~x, t). (3)

These formulas represent discrete moments of f . The time evolution of the
system (1) can be split into two parts (cf. Fig. 1): the collision part

f̃i(~x, t) = fi(~x, t)−
∆t

τ

[
fi(~x, t)− f (eq)

i (~x, t)
]
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collision transport

Figure 1: Visualization of collision and transport for an interior lattice point: The length
of the arrows corresponds to the value of the populations; dashed arrows refer to post-
collision values f̃i. Note that these post-collision values become pre-collision populations
at neighboring lattice points at the next time level.

and the transport part

fi(~x+ ~ci∆t, t+ ∆t) = f̃i(~x, t). (4)

Apparently, problems will arise for boundary lattice points (nodes drawn
by squares in Fig. 1): after the transport step (4), not the full number of
populations remain inside the computational domain. The task of a bound-
ary condition in LBM is to find the missing populations such that a desired
macroscopic behavior is approximated properly. For instance using the ap-
proach of Inamuro et al. [19] the populations can be computed such that a
prescribed macroscopic velocity is achieved. Alternatively, a pressure con-
dition can be implemented using the method of Zou and He [20]. A simple
but less accurate approach for a Dirichlet condition for ρ and ~u is to assign
all populations at one lattice point to their equilibrium values (2). Adding
non-equilibrium parts increases the accuracy. Thus for implementing the
CBCs below, we use either this equilibrium boundary condition (EBC) or a
modified EBC (mEBC), where the latter includes non-equilibrium parts by
linear extrapolation.
Via a Chapman-Enskog [21] expansion of (1), the corresponding evolution
equations for the macroscopic quantities (3) can be derived [1]:

∂ρ

∂t
+∇ · (ρ~u) = 0,

ρ
∂~u

∂t
+ ρ

(
~u · ~∇

)
~u = −~∇p+ η∆~u,

(5)
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which are compressible Navier-Stokes equations. Furthermore, the Chapman-
Enskog expansion relates the mass density and the pressure in LBM:

p(x, t) = c2
sρ(x, t), (6)

where cs = c/
√

3 denotes the speed of sound in D2Q9. The relaxation time
τ (in the BGK approximation) is linked to the kinematic viscosity ν via

ν =
η

ρ
=

2τ −∆t

6
c2.

3. Characteristic Boundary Conditions

We will construct non-reflecting Dirichlet boundary conditions for the mass
density and the fluid velocity. To this end, the characteristics of a nonlinear
hyperbolic system at the boundary are analyzed. Therefore one refers to this
type of boundary conditions as characteristic boundary conditions (CBCs).
The underlying hyperbolic system is obtained from (5) by dropping the
Laplacian [6], i.e., the resulting momentum equation lacks a viscosity term
and equals the momentum equation of the Euler equations. Further, as a
simplification of [6], we drop the energy equation and finally obtain for the

characteristic variables ~U> =
(
ρ, v, w

)
:

∂~U

∂t
+ A

∂~U

∂x
+B

∂~U

∂y
= 0, (7)

with the coefficient matrices

A = A(ρ, v, w) =

 v ρ 0
c2s
ρ

v 0

0 0 v

 , B = B(ρ, v, w) =

w 0 ρ
0 w 0
c2s
ρ

0 w

 .

Here v and w denote the velocity in x and y direction, respectively. As (7)
is a hyperbolic system, the coefficient matrices are (real) diagonalizable

SAS−1 = Λ, TBT−1 = M, (8)

with suitable matrices S, T and diagonal matrices of eigenvalues:

Λ = diag(λ1, λ2, λ3) = diag(v − cs, v, v + cs),

M = diag(µ1, µ2, µ3) = diag(w − cs, w, w + cs).
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One choice is

S =

c
2
s −csρ 0

0 0 1

c2
s csρ 0

 , S−1 =


1

2c2s
0 1

2c2s

− 1
2csρ

0 1
2csρ

0 1 0

 ,

T =

c
2
s 0 −csρ
0 1 0

c2
s 0 csρ

 , T−1 =


1

2c2s
0 1

2c2s

0 1 0

− 1
2csρ

0 1
2csρ

 .

Now we can separate in- and outgoing waves by inspecting the eigenvalues
and associated eigenvectors. While the outgoing waves can be solved from
the given interior information, this is not possible for incoming waves. If
available, an exterior solution can be used to specify the incoming waves.
As proposed by Hedstrom [5] and Thompson [6], non-reflecting boundary
conditions (NRBCs) are based on annihilating the incoming waves. To ex-
plain this approach in more detail, we consider an x-boundary (a boundary
with x = const.) for the system (7). The spatial derivatives perpendicular to
the boundary are expressed in characteristic coordinates using (8):

A
∂~U

∂x
= S−1ΛS

∂~U

∂x
=: S−1 ~Lx, ~Lx =

Lx,1Lx,2
Lx,3

 .

Hereby the components Lx,i = λi~̀
>
i

∂ ~U
∂x

express the amplitude variations of

the characteristic waves [8] (~̀>i denotes the ith row of S). The sign of λi
(characteristic speed) indicates the direction of the wave: a positive eigen-
value corresponds to a wave traveling in positive x-direction and vice versa.
Following the idea of Hedstrom [5] and Thompson [6] incoming waves are
annihilated by simply setting the corresponding wave amplitude variations
to zero, that is,

L̃x,i =

λi~̀>i ∂~U

∂x
for an outgoing wave

0 for an incoming wave.
(9)

In the sequel we present three corresponding variants of this NRBCs.
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3.1. Thompson’s Non-Reflecting Boundary Conditions

In the NRBC by Thompson [6], the Dirichlet values for the characteristic
variables are obtained by solving

∂~U

∂t
+B

∂~U

∂y
= −S−1 ~̃Lx (10)

on the boundary with ~̃Lx obtained from (9).

3.2. Local One-Dimensional Inviscid Equations (LODI)

Izquierdo and Fueyo [16] presented NRBCs for the LBM based on the NS-
CBC developed by Poinsot and Lele [8]. They solve the so-called local one-
dimensional inviscid (LODI) equations on the boundary, and annihilate the
incoming waves described within the LODI framework. For an x-boundary,
this procedure is equivalent to solve:

∂~U

∂t
= −S−1 ~̃Lx. (11)

3.3. Modified Thompson Boundary Condition

By inspecting carefully the errors of Thompson’s and the LODI approach, we
observed that Thompson’s boundary condition overestimated certain quan-
tities and at the same time the LODI approach underestimated them. These
related quantities are the velocity tangential to the boundary and the mass
density. This numerical evidence gives us the motivation to construct a new
method by taking in each time step a convex combination of both methods,
i.e., solving the system

∂~U

∂t
+ γB

∂~U

∂y
= −S−1 ~̃Lx, (12)

where γ ∈ [0, 1] is a free parameter. This procedure is referred to as modified
Thompson Boundary Condition (ModThom) and the corresponding values
~UModThom can be interpreted as convex combinations

~UModThom = γ~UThom + (1− γ)~ULODI,

where ~UThom and ~ULODI are solutions obtained from (10) and (11), respec-
tively. Thus, it is a generalization of the two previous methods.

8
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3.4. The Treatment of Corners

A characteristics analysis can be done in both directions [6]. That is, in
addition to the description above (the one for an x-boundary) we also express
the y-derivatives in characteristics

B
∂~U

∂y
= T−1MT

∂~U

∂y
=: T−1 ~Ly, ~Ly =

Ly,1Ly,2
Ly,3

 .

Again, we set the wave amplitude variations corresponding to incoming waves
to zero:

L̃y,i =

µi ~m>i
∂~U

∂y
for an outgoing wave,

0 for an incoming wave,

where ~m>i is the ith row of T . Hence, for a corner we solve the system of
ordinary differential equations (ODEs):

∂~U

∂t
= −S−1 ~̃Lx − T−1 ~̃Ly.

This procedure for handling corners is the same for all CBCs described above.

4. 2D Characteristic Boundary Conditions in LBM

Next, we describe certain important details of the implementation. In the
description, the goal is to proceed from a time level t0 to t1 = t0 + ∆t for all
populations and macroscopic variables at the boundary. This computation
can be split into three steps. First, the wave amplitude variations are calcu-
lated. Then the differential equations (on the boundary) are solved by time
integration. Finally, the results of the time integration are transferred to the
populations.

4.1. Step 1: Computation of Wave Amplitude Variations

For all CBCs introduced above the wave amplitude variations are given by
(9) for an x-boundary. In detail they read:

L̃x,1 =

{
(v − cs)

[
c2
s
∂ρ
∂x
− csρ ∂v∂x

]
0

for an outgoing wave,
for an incoming wave,

9
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L̃x,2 =

{
v ∂w
∂x

0

for an outgoing wave,
for an incoming wave,

L̃x,3 =

{
(v + cs)

[
c2
s
∂ρ
∂x

+ csρ
∂v
∂x

]
0

for an outgoing wave,
for an incoming wave.

The appearing derivatives perpendicular to the boundary are approximated
by one-sided second order finite difference quotients:

∂z

∂x
(x0) =

1

2

(
− 3z(x0) + 4z(x1)− z(x2)

)
.

This gives numerical approximations L̃FD
x,i , which are inserted into the right

hand sides of the differential equations (10), (11) and (12):

−S−1 ~̃LFD
x =


− 1

2c2s

(
L̃FD
x,1 + L̃FD

3

)
1

2csρ

(
L̃FD
x,1 − L̃FD

x,3

)
−L̃FD

x,2

 .

4.2. Step 2: Time Integration at the Boundary
The ODE (11) is solved for simplicity by using one explicit Euler step. For
the PDEs (10) and (12) the spatial derivatives are discretized first. Here a
second order centered finite difference stencil is applied:

∂z

∂y
(y1) =

1

2

(
z(y2)− z(y0)

)
.

In case of Thompson’s boundary condition, the resulting ODE is solved by
two different methods in our numerical tests below. By Thom-1 we denote
the integration with one explicit Euler step. And by Thom-2, we denote the
explicit scheme proposed by Thompson [6]: (a 2nd order RK-method, which
is 4th order for linear systems)

~U(t1/4) = ~U(t0)− ∆t

4

(
B
∂~U

∂y
(t0) + S−1 ~̃LFD

x

)
,

~U(t1/3) = ~U(t0)− ∆t

3

(
B
∂~U

∂y
(t1/4) + S−1 ~̃LFD

x

)
,

~U(t1/2) = ~U(t0)− ∆t

2

(
B
∂~U

∂y
(t1/3) + S−1 ~̃LFD

x

)
,

~U(t1) = ~U(t0)−∆t
(
B
∂~U

∂y
(t1/2) + S−1 ~̃LFD

x

)
.

10
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The wave amplitude variations are computed only once. The modified Thomp-
son boundary condition is implemented using one explicit Euler step.

4.3. Step 3: Transfer to LBM

Let the Dirichlet values obtained in the previous step be denoted as ρD, vD
and wD. For a boundary lattice point ~xB the populations fi(~xB) have to be
computed. As described above, equilibrium boundary conditions (EBCs) are
a simple choice:

fi(~xB, t1)=f
(eq)
i (~xB)

=wiρD(~xB)

[
1+

3

c2
(~ci · ~uD(~xB))+

9

2c4
(~ci · ~uD(~xB))2− 3

2c2
|~uD(~xB)|2

]
,

where ~uD(~xB) =
(
vD(~xB), wD(~xB)

)>
. This implementation is independent of

the location of the boundary.
In the mEBC implementation, the non-equilibrium part is linearly extrap-
olated. Let ni(~x) = fi(~x) − f (eq)

i (~x) denote the non-equilibrium part at an
interior lattice point. Then the mEBC assigns the populations at a boundary
lattice point ~xB as:

fi(~xB, t1) = f
(eq)
i (~xB, t1) + 2ni(~xB+1, t1)− ni(~xB+2, t1),

where ~xB+1 and ~xB+2 refer to the next interior lattice points in the normal
direction to the boundary. For a corner lattice point we assume the normal
direction to be the diagonal. Note that the non-equilibrium parts of interior
lattice points can be computed at the new time level, since all information
required are known after the transport step.

5. Numerical Results

Three simple test cases are presented in the following. First, a plane wave
with several orientations is simulated to test the accuracy of the CBCs for
different angles of incidence. In the second test case, different angles are com-
bined in one simulation where a two dimensional pressure wave is simulated.
In both test cases, there are at most two sides of the rectangular domain
equipped with NRBCs. In the third case, we test the long time behavior of
the boundary conditions. Here we simulate again a two dimensional pressure
wave, but this time the domain supplied with four non-reflecting boundaries.
In the first and second test case we used γ = 0.75.

11
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Ωl Ωl

Ωs Ωs

Figure 2: Left: Initial state for plane wave with ϕ = 20◦. Right: The state when the
boundary condition is switched from exact one (using values from Ωl) to a NRBC.

5.1. First Test Case: Plane Wave

A plane wave is simulated, which reaches the boundary with an angle of
incidence ϕ. At t = 0, we initialize the fluid in the equilibrium state with zero
velocity and a mass density computed according to the plane wave pressure
profile:

p(x, y) = p0 + (pmax − p0) exp

(
−x̂(x, y)2

2s2

)
.

Here the transformed locations read(
x̂(x, y)
ŷ(x, y)

)
=

(
cos(ϕ π

180
) − sin(ϕ π

180
)

sin(ϕ π
180

) cos(ϕ π
180

)

)−1(
x
y

)
.

Furthermore, we have chosen s = 1/50, ρ0 = 1 and ρmax = 1.1, which yield
the required pressure values according to (6).
The general case ϕ > 0◦: To test the NRBCs, a small domain Ωs is described
by a lattice of dimension 300×ny, where ny depends on ϕ: ny = 300/ tan(ϕ).
For angles 0◦ < ϕ ≤ 45◦, we use the left boundary of Ωs to test the NRBC,
and for angles 45◦ < ϕ < 90◦ the upper boundary is used. To get rid of
all other boundary effects, we embed the small domain of interest Ωs into
a larger domain Ωl, see Fig. 2, and pre-simulate the corresponding problem
on Ωl. The results of that simulation are evaluated on ∂Ωs and used as
boundary conditions for all boundaries until the plane wave has completely
reached the boundary, see Fig. 2 (right). Then the corresponding boundary
condition (called ’exact’) is switched to the chosen NRBC of Section 3.
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Figure 3: a) Initial state for plane wave with incidence angle ϕ = 0◦. b) Pressure wave
moving towards the boundary. c) Reflected wave (LODI) moving away from the boundary.

Special case ϕ = 0◦: A square lattice of size 300 × 300 is used for the
case ϕ = 0◦. The pressure wave is initialized axisymmetrically to the right
boundary, see Fig. 3. We use periodic boundary conditions for the upper
and lower boundary. On the right boundary we use a boundary condition
emulating the line symmetry. For the left boundary the NRBC is selected.
Evaluation of results : The reflection coefficient r(ϕ) of the boundary con-
ditions is measured by computing the ratio of maximal amplitudes (in the
density waves):

r(ϕ) =
|R|
|I|

,

where the amplitude of the unphysical reflected density wave is R and the
amplitude of the original density wave running towards the boundary is I.
The reflection coefficient is plotted for several angles of incidence in Fig. 4.
The maximal amplitude I is independent of the boundary condition, thus a
smaller value of the error ratio r is equivalent to less unphysical reflection.
By inspecting the plot in Fig. 4 we observe that the reflection of Thompson’s
boundary condition is a little smaller than the one of the LODI approach.
The unphysical reflections can be reduced significantly when using the mod-
ified Thompson boundary condition. Our numerical tests showed the best
results for γ = 0.75.

5.2. Second Test Case: Concentric Waves

This test case is performed on a 900×1600 lattice representing the rectangle
Ωs = [−0.9, 0.9]× [−1.6, 1.6]. The fluid is initialized at rest with a Gaussian
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Figure 4: The reflection coefficient r(ϕ) of CBCs when simulating plane waves depending
on the angles of incidence. The data is linearly interpolated.

Ωl Ωs Ωl Ωs

Figure 5: The computational domain of the second test case with initial state (left) and
final state (right).

pressure perturbation having its peak in the center:

p(x, y) = p0 + (pmax − p0) exp

(
−(x2 + y2)

2s2

)
. (13)

As above, we set ρ0 = 1 and ρmax = 1.1, then the required pressure values
follow from (6). Moreover we have chosen s = 1/60. On the left and right
side of Ωs NRBCs are supplied. For the upper and lower boundaries we
considered periodic boundary conditions. A reference solution on Ωs with
exact NRBCs was achieved by a simulation on a significantly larger domain
Ωl ⊃ Ωs with lattice size 1500 × 1600, see Fig. 5. The reference results
obtained on the larger domain Ωl are marked with a bar. We simulated 1300
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Figure 6: The evolution of the error Eρ for different boundary conditions, using EBC
(solid) and mEBC (dashed) approach for the transfer of Dirichlet values to LBM.

time steps, such that the wave did not reach the upper and lower boundary,
see Fig. 5 (right).
We compute for different time levels the errors caused by the implemented
boundary condition on Ωs:

Ez =

√∑
~x∈Ωs

(
z(~x)− z̄(~x)

)2

with z ∈ {ρ, u, w}.

If the obtained values ρ̄, v̄ and w̄ from the simulation on the larger domain
Ωl were used as Dirichlet values on Ωs, also an error would be created due
to EBC. Therefore these results serve us as reference values (RefVals). This
error can be reduced significantly by using mEBC instead. To measure only
these deviations, we use the following error norms:

D2
ρ =

√√√√ ∑
~x∈∂ΩW

s

(
ρ(~x)− ρ̄(~x)

)2

, D∞ρ = max
~x∈∂ΩW

s

{
|ρ(~x)− ρ̄(~x)|

}
,

(in the Dirichlet values at different time levels), where the left boundary (at
x1 = −0.9) is abbreviated by ∂ΩW

s . Analogously, D2
v, D

∞
v , D2

w and D∞w are
defined. The errors Eρ, Ev and Ew are plotted in Figs. 6–7. We observe
that Thom-1 and Thom-2 yield very similar results. Moreover, using mEBC
only results in a significant change for ModThom and RefVals. The modified
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Figure 7: The evolution of the error Ev and Ew for different boundary conditions, using
EBC (solid) and mEBC (dashed) approach for the transfer of Dirichlet values to LBM.

boundary condition ModThom induces the smallest error, which is about
1/5 compared to the LODI approach. The error norms D2

· and D∞· are
plotted in Fig. 8. On the plots one can hardly distinguish the lines for EBC
and mEBC. This is not surprising, since the procedure itself of computing
the Dirichlet values does not dependent on the choice of EBC/mEBC. The
difference results from small varieties in interior lattice points, which enter
the computation of Dirichlet values via the finite differences. Again, the
curves for Thom-1 and Thom-2 almost agree. These plots also underline the
best performance for the modified boundary condition ModThom.

5.3. Third Test Case: The Long Time Behavior

Finally, the long time behavior is investigated on a 500 × 500 lattice repre-
senting the domain [−1, 1]× [1, 1]. For each boundary we prescribe NRBCs.
The initial pressure profile (13) is used. We consider the evolution of the
total mass in our simulation and say a boundary condition is long time sta-
ble in a numerical sense if the total mass tends to a certain constant level.
This level is expected to be at 500 · 500 · ρ0 = 250.000. Indeed, this level is
reached by all CBCs used in the first and second test case. These boundary
conditions are long time stable in a numerical sense. Besides γ = 0.75 we
tested the ModThom condition for several choices of γ. Clearly for γ = 0
and γ = 1, the boundary condition turns out to be long time stable in a
numerical sense. The same holds for all our choices of γ ∈ (0.5, 1) we made.
In contrast, none of our simulations with γ ∈ (0, 0.5] did achieve a long time
stability (in our numerical sense). The total mass is plotted in Fig. 9 for dif-
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Figure 8: The evolution of D2
ρ (upper left), D∞ρ (upper right), D2

v (middle left), D∞v
(middle right), D2

w (lower left) and D∞w (lower right) for different boundary conditions,
using EBC (solid) and mEBC (dashed) approach for the transfer of Dirichlet values to
LBM.
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Figure 9: The total mass for different boundary conditions.

ferent boundary conditions; we picked γ = 1/3 and γ = 0.5 as two examples
of unstable conditions.

6. Conclusions

Artificial boundaries need suitable computational conditions to close the
mathematical model, but they shall not induce unphysical effects into the
solutions. We considered a couple of simulation test cases from fluid dy-
namics and we proposed two novel NRBCs for the LBM. To this end, we
described the well-known NRBCs of Thompson [6] concisely and tailored to
our purpose, i.e., without an energy equation. Then we transferred these re-
sults to NRBCs for the LBM. To the best of the authors’ knowledge, this was
done here for the first time and it extends the LODI approach [8] to include
higher space dimensions. Furthermore, a modified boundary condition was
developed showing a much smaller error in all our numerical test cases. We
observed that the free parameter in the modified boundary condition had a
key impact on the long time stability.
As further perspective, we aim at finding an analytical verification for the
numerical long time instability caused by some choices of this free parameter.
Also we like to investigate the optimal choices for the parameter.
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